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Preface

Industrial networks have been promoted increasingly by emerging technologies such
as industrial wireless communication technologies, industrial Internet of Things
(IIoT), cloud computing, big data, etc. Given the increasing age of many industrial
distributed systems and the dynamic industrial manufacturing market, intelligent and
low-cost industrial automation systems are required to improve the productivity and
efficiency of such systems. The collaborative nature of industrial wireless sensor
networks (IWSNs) brings several advantages over traditional wired industrial
monitoring and control systems, including self-organization, rapid deployment,
flexibility, and inherent intelligent-processing capability. In this regard, IWSNs play
a vital role in creating a highly reliable and self-healing industrial system that rapidly
responds to real-time events with appropriate actions. At broader scale, IIoT has
been recognized primarily as a solution to improve operational efficiency.

In this book, detailed reviews about the emerging and already deployed industrial
sensor and control network applications and technologies are discussed and pre-
sented. In addition, technical challenges and design objectives are described.
Particularly, fieldbus technologies, wireless communication technologies, network
architectures, resource managements, and optimization for industrial networks are
discussed. Furthermore, industrial communication standards including wired and
wireless technologies and IIoT visions are presented in detail. Overall, this book
covers the current state of the art in such emerging technologies and discusses future
research directions in this field. The book is structured in three parts, each one
grouping a number of chapters describing our state-of-the-art researches in actual
domains of the technology transformation in sensing and control in future industrial
networks.

Part I titled as Industrial Control Networks includes six research proposals
covering the fieldbus control networks (i.e., CAN, FlexRay, Modbus). In this part,
the latest fieldbus technologies are reviewed to point out the key performance and
challenges of technology application in industrial domain. This challenges open
potential researches to find out breakthrough solutions. One of them is described in
our research proposal, which proposed to use dual fieldbus technology, CAN and
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Modbus to meet the significant time delay for the distributed control system of ship
engines.

Part II of the book referred as Industrial Wireless Sensor Networks includes 11
research proposals which analyze and evaluate such networks’ applications in terms
of wireless networking performances. Such aspect is highlighted by key points
composed of medium access control (MAC) mechanisms, wireless communication
standards for industrial field. In additions, applications of such networks from
environmental sensing, condition monitoring, and process automation applications
are specified. Designing appropriate networks are based on the specific require-
ments of applications. It points out the technological challenges of deploying WSNs
in the industrial environment as well as proposed solutions to the issues. An
extensive list of IWSN commercial solutions and service providers are provided
and future trends in the field of IWSNs are summarized.

Part III named as Industrial Internet of Things mentions the state-of-the-art
technologies along with accompany challenges to realize such vision. Wide
applications of IIoT are summarized in industrial domains. Specially, adopting such
technology to the Physical Internet, an emerging logistics paradigm is described in
this part.

Gumi, Korea (Republic of) Dong-Seong Kim
Hoa Tran-Dang
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Part I
Industrial Control Networks

Industrial control networks play a significant role in industrial contributed control
systems since it enables all the system components to be interconnected as well as
monitor and control the physical equipment in industrial environments. With the
development of electronic engineering, the mechanical control system has been
gradually replaced by digital control systems adopting power microprocessors and
digital controllers. The movement toward such digital systems requires inherently
corresponding communication technologies and communication protocols to the
field as well as the controllers. Basically, the core of industrial networking consists
of fieldbus protocols which are defined in the IEC standard 61158 as a digital serial,
multi-drop, data bus for communication with industrial control and instrumentation
devices.

Part I of this book named Industrial Control Networks includes six research
proposals covering the key fieldbus control networks (i.e., CAN, FlexRay, and
Modbus). In this part, such fieldbus technologies are reviewed to point out the key
performance and challenges when applying such communication technologies in
industrial control systems. The challenges open up potential researches to find out
breakthrough solutions aiming to improve the quality of services of the systems.
One of them is described in our research proposal, which proposed to use dual
fieldbus technology, CAN, and Modbus to meet the significant time delay for the
distributed control system of ship engines.



Chapter 1 ®)
An Overview on Industrial Control Geda
Networks

1.1 Introduction

In general, the industry can be divided into two categories: process, and manufactur-
ing sector. The process industry deals with processes involving very large material
flows in both continuous, or discontinuous manner and often has strict safety require-
ments (e.g., power generation, cement kilns, petrochemical production), while the
manufacturing industry is concerned with the production of discrete objects. Achiev-
ing the maximum throughput of produced goods is, normally, very important aspect
in such industrial sectors. Practically, the industrial systems have been required to be
innovated to enhance production monitoring and quality control and in the same time
maintaining the operation costs as low as possible. This innovation has happened in
the last few decades due to the advancement of information and communication
technologies which enable the industrial systems to match up with these needs. The
innovation has led to reduce significantly manual labors replaced with a faster, and
more reliable automated machine, equipment in the most of industry operations. This
also provides both the factories and the manufacturing plants with necessary moni-
toring which they both sought for better supervisory and quality control. Introducing
all this number of automated unites into the factories needed an efficient method to
connect them together, to communicates with each other, and to transfer the various
supervisory data to the monitors. This leads to the introduction of the communication
networks into the industrial sectors.

Based on the specialized functions, the industrial networks are composed of three
major control components that include Programmable Logic Controllers (PLC),
Supervisory Control and Data Acquisition (SCADA), and Distributed Control Sys-
tems (DCS) [1]. PLCs are nothing but digital computers that can work in hazardous
industrial environments. Such processor-based systems take inputs from data gen-
eration devices like sensors and communicate them with the entire production unit
and then present the output to HMI (Human—Machine Interfaces). PLCs can con-
trol the entire manufacturing process while ensuring the required quality of services

© Springer Nature Switzerland AG 2019 3
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(QoS) and great precision control functions. SCADA systems are mainly used for
the implementation of monitoring and control system of an equipment or a plant in
several industries like power plants, oil and gas refining, water and waste control,
telecommunications, etc. In this system, measurements are made under field or pro-
cess level in a plant by number of remote terminal units and then data are transferred
to the SCADA central host computer so that more complete process or manufactur-
ing information can be provided remotely. This system displays the received data
on number of HMIs and conveys back the necessary control actions to the remote
terminal units in process plant. DCS consists of a large number of local controllers
in various sections of plant control area and are connected via a high-speed commu-
nication network. In DCS control system, data acquisition, and control functions are
carried through a number of DCS controllers which are microprocessor-based units
distributed functionally and geographically over the plant and are situated near area
where control or data gathering functions being performed.

All these three elements deals with field instruments (i.e., sensors, actuators),
smart field devices, supervisory control PCs, distributed I/O controllers and HMI
(Human—Machine Interface). These devices are connected and communicated by a
powerful and effective communication network referred to as industrial networks. In
these networks, the data or control signals are transmitted either by wired or wireless
media. Cables used for wired transmission of data include twisted pair, coaxial cable
or fiber optics. Meanwhile, radio waves are used to transmit data in the industrial
wireless networks.

1.2 Architecture of Industrial Control Networks

Generally, the industrial control networks are constructed in hierarchical topology
as illustrated in Fig. 1.1 including three basic levels: informational, control, device
level [2]. Each level has unique requirements that affect which network is used for
that particular level.

The device level consists of field devices such as sensors and actuators of pro-
cesses and machines. The task of this level is to transfer the information between
these devices and technical process elements such as PLCs. The information transfer
can be digital, analog, or hybrid. The measured values may stay for longer periods
or over a short period. All of the devices connect to a single cable. The cable usually
has conductors for power, device signal, and a shield. There are many other field
level communication networks available which are characterized by different factors
such as response time, message size, etc. The messages are usually small when com-
pared to other networks. Because of deterministic and repeatability requirements,
the messages can be prioritized so that the more critical information is transmit-
ted first [3]. Nowadays, fieldbus technology is the most sophisticated communica-
tion network used in field level as it facilitates distributed control among various
smart field devices and controller. These networks support Carrier-Sense Multiple
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Fig. 1.1 Three-level architecture of industrial control networks

Access with Arbitration on Message Priority (CSMA/AMP) protocol for fulfilling the
requirements.

The control level involves networking machines, work cells, and work areas. This
is the level where Supervisory Control and Data Acquisition (SCADA) is imple-
mented. If an automotive assembly plant is used as an example, this network level is
where the individual control systems will be given information on the make, model,
and options that are to be included on a vehicle so that the controllers can run the
appropriate programs to assemble the vehicle correctly. Data such as cycle times,
temperatures, pressures, volumes, etc., are also collected at this level [4]. The tasks of
this level include configuring automation devices, loading of program data and pro-
cess variables data, adjusting set variables, supervising control, displaying variables
data on HMIs, historical archiving, etc. The control level of the network must achieve
the predefined requirements such as deterministic, repeatable, short response time,
high-speed transmission, short data lengths, machine synchronization, and constant
use of critical data. Determinism is the ability to accurately predict when data will be
delivered, and repeatability is the ability to ensure that transmit times are consistent
and unaffected by devices connecting to the network. Because of the deterministic
and repeatability constraints, medium access control protocol by CSMA/CD (Carrier-
Sense Multiple Access with Collision Detection) in traditional Ethernet network is
inadequate, so a different type of network access is required. Local Area Networks
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(LANSs) are widely used as communication networks in this level to achieve desired
characteristics. The Ethernet with TCP/IP protocol is mostly used as a control level
network to connect control units with computers. In addition, this network acts as
a control bus to coordinate and synchronize between various controller units. Some
fieldbuses are also used in this level as control buses such as PROFIBUS and Con-
trolNet. In such networks, Concurrent Time Domain Multiple Access (CTDMA)
protocol is used based on a time-slice algorithm that regulates each node’s opportu-
nity to transmit in a network interval. Adjustment of the amount of time for a network
interval gives a consistent, predictable time for data transmission [3].

The informational level is the top level of the industrial system which gathers the
information from the lower level, i.e., control level. It deals with large volumes of
data that are neither in constant use or time critical. Large-scale networks exist in
this level. So Ethernet WANSs are commonly used as information level networks for
factory planning and management information exchange. Sometimes these networks
may connect to other industrial networks via gateways.

1.3 Requirements of Industrial Control Networks

The industrial control networks operate along two different paradigms: time-
triggered and event-triggered [5]. In the time-triggered applications, the systems
work periodically. They first wait for the beginning of the period (or some offset
from the beginning), sample their inputs, and compute some algorithm according to
the inputs and some set point data received from computers higher in the hierarchy.
They then make the results available at the outputs. Inputs and outputs correspond
to sensors and actuators at the lowest level in the hierarchy. At higher levels, inputs
correspond to status and completion reports from the next lower level. Outputs are
set points or commands to the lower level. Acquisition and distribution applications
are special cases. Acquisition applications have no outputs to the process but store
the output results internally. Distribution applications have no input and compute the
algorithms from stored information.

Periodicity is not mandatory but often assumed because it simplifies the algo-
rithms. For instance, most digital control theory assumes periodicity. Furthermore, it
assumes limited jitter on the period and bounded latency from input instant to output
instant. Acquisition and distribution applications have similar requirements in terms
of periodicity and jitter.

Meanwhile, in event-triggered applications, the system is activated upon the occur-
rence of events. An event may be the arrival of a message with a new command or a
completion status or the change of an input detected by some circuitry. When an event
is received, the application computes some algorithm to determine the appropriate
answer. The answer is then sent as an event to another application locally or remotely.
The time elapsed between the generation of the input event and the reception of the
corresponding answer must be bounded. Its value is part of the requirements on the
application and also the communication system if the events have to be transported
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through some network. Furthermore, applications should be able to assess some order
in the event occurrences. This is usually not a problem when the event is detected and
processed on the same computer. It becomes a problem when the events are detected
at different locations linked by a network which may introduce some variable delay.

Because large amounts of data may be passed through these control networks and
message lengths tend to be longer, data transmission rates tend to be faster than with
fieldbus networks. However, since they can be used to pass time-critical data between
controllers, control networks must also be deterministic and meet the time-dependent
(usually called real time) needs of their intended applications. Determinism in a net-
work context is defined as: there is a specified worst-case delay between the sensing
of a data item and its delivery to the controlling device. Real time in this context
is defined as “sufficiently rapid to achieve the objectives of the application,” and is
measured as latency time. Determinism and latency are separate but complemen-
tary requirements. Both determinism and a specific latency are required to achieve
synchronization. If the same control network is used to exchange both real-time
data between controllers and business information between controllers and business
systems, clearly there must be some way to prevent business information from inter-
fering with real-time deterministic response. Many complex protocols have been
constructed for this purpose, but most control networks rely only on the underlying
nature of the chosen network protocol. Usually, determinism is achieved by prevent-
ing message collisions and limiting the maximum message length. Low latency is
achieved by using high-speed media and minimizing the number of times a signal
must be rebroadcast, such as in a mesh network.

The benefit of using a standard network protocol such as Transport Control Pro-
tocol/Internet Protocol (TCP/IP) over an Ethernet network is a lower cost. By simply
selecting standard Ethernet cabling and using full-duplex Ethernet switches instead
of passive hubs, a control network built on this commodity technology can guarantee
that there will be no network collisions, making such networks deterministic. Using
high speed such as 100 or 1000 Mbps and the standard Ethernet maximum packet
length of 1500 bytes achieves low latency and means that other applications cannot
“hog the wire,” preventing time-critical data transfers. However, you still must do
the math! Remember that the definition of real time and determinism requires that
the network must make its bandwidth available for time-critical data transfers in
less than the maximum time period allowed for the control system. For example, if a
business application were to transfer a maximum size Ethernet message (1500 bytes)
at 100 Mbps, the network would be blocked for a maximum time of about 150 ps.
Normally this magnitude of delay is perfectly acceptable for both process control and
factory automation needs, but it may not be acceptable for motion control or machine
control. It would be nice if control networks and fieldbus networks could not be used
for the same applications, but they can. It would also be nice if control networks
were always confined to a business or control room environment, but increasingly
they are being extended to the field and shop floor. In some cases, control networks
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are being used in applications normally requiring a fieldbus. In fact, all of the control
networks were developed from one or more of the fieldbus networks and use the
same application layer and user layer protocols. Since control networks are related
to fieldbuses, there will continue to be a very loose dividing line between them.

1.4 Communication Technologies for Industrial Control
Networks

In order to carry out the assigned tasks of networks, it is essential for the devices to
communicate. Traditional wired communication technologies have played a crucial
role in industrial monitoring and control networks. Accordingly, this communication
was performed over point-to-point wired systems. Such systems, however, involved
a huge amount of wiring which in turn introduced a large number of physical points
of failure, such as connectors and wire harnesses, resulting in a highly unreliable
system. These drawbacks resulted in the replacement of point-to-point systems using
advanced industrial communication technologies. This section aims to highlight the
major technologies deployed in the industrial control networks.

1.4.1 Fieldbuses

Traditionally, control systems in factories and plants were analog in nature. They
used direct connections from controller to actuator or transducer to controller and
were based on a 4- to 20-mA control signal. As the system became more complex
and as networking technologies evolved, eventually a change from the analog sys-
tem to a digital system came about. Fieldbuses were developed to tie all these digital
components together. Over the past few decades, the industry has developed a myr-
iad of fieldbus protocols (e.g., Foundation Fieldbus H1, ControlNet, PROFIBUS,
CAN, etc.). Compared to traditional point-to-point systems, fieldbuses allow higher
reliability and visibility and also enable capabilities, such as distributed control,
diagnostics, safety, and device interoperability [6].

Fieldbuses are digital networks and protocols that are designed to replace the ana-
log systems. They are essentially industrial LANs that network all of the computers,
controllers, sensors, actuators, and other devices so they can interact with one another.
A single network cable replaced the dozens or even hundreds of individual analog
cables in the older systems. Protocols allowed operators to easily monitor, control,
troubleshoot, diagnose, and manage all devices from a central location. While these
fieldbuses reduced the wiring and improved the reliability and flexibility of the sys-
tem, another issue was created: multiple proprietary systems, with incompatibility
and a lack of interoperability between the various components. Devices made to
work with one fieldbus and protocol could not work with another.
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Many fieldbuses have been developed. Some attempts at building a common stan-
dard were made but no one system or standard ever emerged. ControlNet, DeviceNet,
Foundation Fieldbus H1, HART, Modbus, PROFIBUS PA, and CAN/ CAN open are
the most commonly used fieldbuses.

1.4.1.1 ControlNet

ControlNet is an industrial network and protocol supported by the Open DeviceNet
Vendors Association (ODVA) [7]. It is based on the Common Industrial Protocol
(CIP), which defines messages and services to be used in manufacturing automation.
ControlNet uses RG-6 coax cable with Bayonet Neill-Concelman (BNC) connectors
for the physical layer (PHY) and is capable of speeds to 5 Mbits/s using Manchester
coding. The topology is a bus with a maximum of 99 drops possible. Its timing
permits a form of determinism in the application.

1.4.1.2 DeviceNet

DeviceNet is another ODVA-supported fieldbus. It uses the well-known controller
area network (CAN) technology for the PHY that was originally developed by Bosch
for automotive applications. The DeviceNet protocol is similar to that of ControlNet
and also uses the Common Industrial Protocol (CIP) at the upper layers. Layers 1 and
2 are CAN bus. The medium is an unshielded twisted pair (UTP) using a single-ended
non-return-to-zero (NRZ) format with logic levels of 0 V and +5 V. The topology is
a bus with up to 64 nodes allowed. Data rate depends on bus length and can be as
high as 1 Mbit/s at 25 m to 125 kbits/s at 500 m.

1.4.1.3 Foundation Fieldbus H1

Originally developed by the International Society of Automation (ISA) standards
group as Foundation Fieldbus, SP50 was one of the earlier digital fieldbuses for
replacing 4- to 20-mA loops. The protocol is designated H1, which uses the IEC
61158-2 standard for the PHY and features twisted-pair cabling with basic data
rate of 31.25 kbits/s. The transmission frames are synchronous with start and stop
delimiters. Coding is Manchester.

1.4.14 HART

HART standing for Highway Addressable Remote Transducer is a two-way commu-
nications path over twisted pair. It retains the popular 4-20 mA analog functionality
but adds digital signals. The digital signal is in the form of a frequency shift keying
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(FSK) modulated carrier that uses the old Bell 202 modem frequencies of 2200 Hz
for a0 and 1200 Hz for a 1.

The datarate is 1200 bits/s. The FSK signal is phase continuous and does not affect
the analog signal level because itis ac. Also, the FSK signal is a 1-mA variation around
the dc level. The protocol uses OSI layers 1 through 4 and 7. The digital part of the
communications is primarily used for commands, provisioning, and diagnostics.

The HART fieldbus is popular as it is compatible with older 4- to 20-mA equipment
while adding the digital networking capability. It is still widely used. Typical HART
field instruments such as the Analog Devices ADLCM360 consist of an embedded
controller and the I/O for the sensors such as a pressure transducer and real-time
data (RTD) temperature sensor. The on-board 24-bit sigma-delta analog-to-digital
converters (ADCs) digitize the sensor information and then send it to the AD5421,
a digital-to-analog converter (DAC) and 4- to 20-mA current source for connection
to the cable. Digital information is also sent to the AD5700 HART FSK modem.

1.4.1.5 Modbus

Modbus is a popular industrial protocol normally used for communications with
PLCs. It is simple and the standard is open so that any users can use it. Basically,
Modbus works with RS-232 interfaces. The basic format comprises asynchronous
characters sent and received with a UART. Modbus can be carried over a variety of
PHYs and is often encapsulated in Transmission Control Protocol/IP (TCP/IP) and
transmitted over Ethernet. It is also compatible with a wireless link.

14.1.6 PROFIBUS

PROFIBUS, another widely used fieldbus, was developed in Germany and is pop-
ular worldwide. There are versions for decentralized peripherals (DP) and process
automation (PA). The protocol is synchronous and operates in OSI layers 1, 2, 4, and
7. Using RS-485, bit rates can range from 9.6 kbits/s to 12 Mbits/s. With a bus up to
1900 m long, the data rate is 31.25 kbits/s.

1.4.1.7 CAN/ CANopen

The use of Controller Area Network (CAN) is still dominated by its vast use in the
automobile industry. Another stronghold is the use as a physical layer for the SAE
J1939 protocol, and CAN will remain the most cost-sensitive fieldbus solution for
small, embedded systems. In summary, the use of CAN will continue in:

e Automobiles and Trucks
e Aerospace (e.g., satellites)
e SAE J1939
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e Small Embedded Solutions
e Legacy Applications

CANopen is basically a software add-on to provide network management function
to CAN. The side effect is a reduced CAN bandwidth. These CANopen legacy
applications are motion control and Industrial Machine Control.

CAN and CANopen, used as fieldbus systems for embedded solutions. The advan-
tages of such networks include

Extreme Reliability and Robustness

No Message Collision

Very low resource requirements

Low-cost implementation

Designed for real-time applications

Very short error recovery time

Support of device profiles (CANopen only)

However, there are some disadvantages of using CAN and CANopen, the biggest
being the limited network length (~120 ft at a 1 Mbit/s baud rate). The disadvantages
include limited network length (depending on baud rate), the limited baud rate of
1 Mbit/s, and limited bandwidth.

1.4.2 Industrial Ethernet

For many years, Controller Area Network (CAN) and CANopen, a higher layer pro-
tocol based on CAN, has been proved to be the best solution for low-cost industrial
embedded networking. However, the most obvious shortcomings of these technolo-
gies include limited baud rate and limited network length. Industrial Ethernet tech-
nologies are currently the most formidable challenge to CANopen as the low-cost
industrial networking technology of choice for business and enterprise for decades. It
is by far the most successful and widely used networking technology in the world. It
is affordable and reliable and is backed up by a strong series of IEEE 802.3 standards
that keep it current. Over the past 10 years or so, Ethernet has found its way into
the industrial setting for I/O and networking. It is gradually replacing the multiple
fieldbuses and proprietary networks or working with them.
Some of the benefits of moving to Ethernet are

e Fewer smaller networks: Most fieldbuses can connect up to 20—40 devices. But
beyond that, a separate fieldbus network is required for more devices and for
connecting the two networks, if that is even possible. With Ethernet, you can
connect up to 1000 devices on the same network. This arrangement improves the
efficiency and decreases the complexity of the network.

e Lower cost: With many Ethernet vendors, equipment prices are competitive and
the overall cost of building a network is typically lower than building a fieldbus
network.
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e Higher speeds: Ethernet has much higher speed capability than most fieldbuses.
While that speed is not always needed, it is a benefit and the network grows in
size and as faster devices are connected. While 10/100-Mbits Ethernet is the most
common, some industrial facilities have already upgraded to 1-Gbit/s Ethernet.

e Connection to the factory or plant IT network: The industrial networks are tradi-
tionally kept separate from the business network, but companies are finding that
advantages occur when the two networks can be interconnected. Data can be col-
lected and used to optimize the manufacturing process or make improvements or
decisions not previously possible.

e Connection to the Internet: This may not be desirable, but if it is, Ethernet provides
a very convenient way to send and receive data over an Internet connection.

There are two main disadvantages of using Ethernet in the industrial setting.
First, the hardware was not designed for the demanding environment in factories
and process plants. Excessive temperatures, environmental hazards, chemicals, dust,
mechanical stresses, and moisture make traditional equipment less reliable. Yet over
the years, manufacturers have repackaged Ethernet gear to bear up under such con-
ditions by adding industrial-grade housings and tougher electronics. Another hazard
is excessive noise caused by motors, power switching, and other sources. Ether-
net’s differential wiring is essentially noise-resistant. It can be made noise-free with
shielded cable. Most industrial wiring is simply standard, but higher grade CATS5 or
CAT6 cable usually suffices. On the other hand, the RJ-45 connectors are a source
of problems, especially in dirty and high-moisture environments. Special RJ-45 con-
nectors have been developed to solve this problem. These connectors add a dirt- and
moisture-sealed cover to an upgraded RJ-45 connector. These connectors meet the
rigid IP67 environmental standards for hazardous environments.

A second disadvantage is Ethernet’s inherent non-deterministic nature. Many
industrial networks rely on timing conditions that must occur within a specific time
frame. Many need a real-time connection or something close to it. Determinism
means that a device or system can respond within a minimum time interval. It can
respond in less time but no more than a specified time. If a device is deterministic to
10 ms, then anything less is okay. The response does not usually have to be repeatable,
but that depends on the application.

Ethernet determinism is widely variable. It is a function of the carrier-sense multi-
ple access with collision detection (CSMA/CD) access method, cable lengths, num-
ber of nodes, and the combinations of hubs, repeaters, bridges, switches, and routers
used in the system. To improve the deterministic response, designers of industrial
Ethernet systems must keep cables short and minimize the number of nodes, hubs,
and bridges. Switches can be added to larger networks to isolate different segments,
and that reduces the number of collisions and interactions.

Determinism can also be implemented or improved in some cases by using the
IEEE 1588 Precision Time Protocol (PTP). The PTP permits systems with clocks
to achieve synchronization among all connected devices, allowing precise timing
information transfer within a network. Time stamping and near real-time performance
can occur in some applications.
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Another feature of Ethernet finding acceptance is Power over Ethernet (PoE).
Defined by IEEE standards 802.3af and 802.3at, it allows the transmission of dc
power over the Ethernet cables to power remote devices. This is a major benefit
in many industrial settings and eliminates the need to install a power source near
some remote sensor or other device. The standard defines power levels up to 15.4 or
25.5 W, but higher power versions up to 51 W are becoming available.

Finally, several enhanced or modified versions of Ethernet have been developed to
overcome the timing issues of standard Ethernet or simply make it more compatible
with existing equipment and systems. These include EtherCAT, EtherNet/IP, Profinet,
Foundation Fieldbus HSE (high-speed Ethernet), and Modbus/TCP. Some use special
protocols while others use TCP/IP.

EtherNet/IP is an application layer protocol using CIP, which defines all devices
as objects and specifies the messages, services, and transfer methods. CIP is then
encapsulated in a TCP or User Datagram Protocol (UDP) packet for transfer over
Ethernet.

Profinet is another protocol that uses TCP/IP over Ethernet. It is not PROFIBUS
over Ethernet. Instead, it uses two different protocols: one called Profinet CBA for
component-based systems and Profinet IO for real-time I/O operations. Profinet CBA
can provide determinism in the 100-ms range. It also can deliver determinism to
10 ms. A version of Profinet IO called IRT for isochronous real time can have a
determinism of less than 1 ms.

Foundation Fieldbus HSE uses the H1 protocol over TCP/IP. It also uses a special
scheduler that helps to guarantee messages in known times to ensure determinism at
some desired level.

EtherCAT gets rid of the CSMA/CD mechanism and replaces it with a new “tele-
gram” message packet that can be updated on the fly. Networked devices are con-
nected in a ring or a daisy chain format that emulates a ring. As data is passed around
the ring, message data can be stripped off or inserted by the addressed node while the
data is streaming. The one or more EtherCAT telegrams are transported directly by
the Ethernet frame or encapsulated into UDP/IP datagrams. Determinism of 30 s
and less can be achieved with up to 1000 nodes.

Modbus/TCP is the popular Modbus fieldbus protocol packaged in a TCP/IP
packet. The Modbus checksum is replaced by TCP/IPs 32-bit checksum. Then the
TCP/IP packets are carried over standard Ethernet.

Obviously, all of these systems are not interoperable with one another. But they
can all coexist on the same Ethernet LAN since they all conform to the Ethernet
Layer 1 PHY standard. Those using TCP/IP could be made interoperable with the
appropriate software modifications.

Table 1.1 provides an overview of the various industrial Ethernet protocols [1].
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Table 1.1 Comparison of various industrial ethernet networks

EtherCAT Ethetnet/IP Powerlink Modbus/TCP
Vendor EtherCAT Open DeviceNet | Ethernet Modbus-IDA
Organization Technology Vendor Powerlink Group

Group Organization Specification

Group
Homepage www.ethercat.org | www.odva.org www.ethernet- www.modbus-
powerlink.org ida.org

Auvailability of Members signing | Free Members Free
specification an NDA
Availability of Example Code, | Example Code Standard Example Code
technology ASIC, FPGA Ethernet Chips
Products 2003 2000 2001 1999
available since
Interaction Master/Slave Client/Server Master/Slave Client/Server
structure
Communication | One frame for all | Message oriented | Message oriented | Message oriented
method communication

partners
Ether data 100 Mbit/s 100/10 Mbit/s 100 Mbit/s 100/10 Mbit/s
transfer rate
Physical Line, Daisy, Star Star Star, Tree
topology Chain, Tree
Logical topology | Open Ring Bus | Bus Ring Bus
Infrastructure Switches Switches (hubs Hubs, no Hubs, switches
components between different | are possible, but | switches

segments not efficient)
Device profiles CANopen, DeviceNet, CANopen None

SERCOS ControlNet

1.5 Trends and Issues

The industrial field generally lags behind other sectors of electrics simply because its
technological needs do not follow the consumer or enterprise market trends. But over-
all, industrial sectors do follow the general trends in communication technologies.
Key trends and issues include followings

e Continued use of fieldbus technology: The fieldbus technologies are the digital
LAB of the industry. They connect the sensors, controllers, and actuators of most
factory automation and process control facilities. Despite the ongoing movement
to Ethernet connectivity and wireless, there continues to be the growth of several
percents per year in the fieldbus market.

e A strong movement to Ethernet: Ethernet has been the local area network (LAN) of
choice for enterprise and even consumer networking for decades, and it dominates.
The industry was slow to adopt it but has now embraced it completely. Most new
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industrial networking efforts use some form of Ethernet. Its proven reliability, low
cost, and high availability have made it particularly popular. Special industrial
versions of Ethernet have emerged to enhance it for industrial use.

e Significant growth in wireless connectivity: Industry was slow to adopt wireless
despite its many benefits. Industrial users assumed it was unreliable and insecure
but have learned otherwise since. New and improved wireless standards and equip-
ment have made wireless a key component in most modern industrial settings.

e Fewer proprietary standards and equipment: For decades, industrial communica-
tions needs were met with many high-cost proprietary fieldbuses, interfaces, and
equipment, which are still entrenched in many systems. However, the trend today
is to open standards and Ethernet.

e Rapid adoption of the Internet protocol (IP) model: The goal is to give the most
industrial equipment an IP address so devices and equipment can communicate
over Ethernet and the Internet. With the availability of IPv6, that is now possible.

e Increased use of video surveillance: security has become an issue at many plants
and facilities, and video is useful. Video also enables improved monitoring that
simple sensors cannot provide.

e Industrial Standardization for Interoperability: Most factories, process control
plants, and facilities are a real mixed bag of old and new, analog and digital,
and proprietary and open standards. A big issue has been the incompatibility and
interoperability of different equipment such as all devices and system can work
together seamlessly. Such challenges lead to new standards, equipment, and soft-
ware gradually developed to address those problems.

1.6 Conclusions

Technology is continuously and rapidly transforming industrial processes. It is some-
times hard for businesses to integrate a new technology into an existing system. It
requires professional expertise and training to run a newly introduced system. How-
ever, with the growing demand for sophisticated and high-quality products, busi-
nesses have to quickly adapt and utilize the power of emerging automation systems.

Looking to the future, the most notable trend appearing in the industry is the move
to industrial wireless networks at all levels [8—10]. Wireless networks further reduce
the volume of wiring needed (although oftentimes power is still required), enable the
placement of sensors in difficult locations, and better enable the placement of sensors
on moving parts such as on tooltips that rotate at several thousand revolutions per
minute. Issues with the migration to wireless include interference between multiple
wireless networks, security, and reliability and determinism of data transmission.
The anticipated benefit in a number of domains (including many outside of man-
ufacturing) is driving innovation that manufacturing, in general, can leverage. It is
not inconceivable that wireless will make significant in-roads into networked control
and even safety over the next 5-10 years
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Chapter 2 ®)
FlexRay Protocol: Objectives e
and Features

2.1 Introduction

In industrial networks, many mechanical controlling parts have been replaced with
electronic control units (ECU) . Many ECUs are implemented in industrial automa-
tion modes, and the number is still increasing. The communication networks in vehi-
cles transmit signal data that are encapsulated in messages. Most of these messages
are real-time messages, i.e., their timely delivery must be guaranteed. Technically,
precomputed message schedules have to be supplied to meet such timing require-
ments [1]. In addition, considering the fast growth in the number of ECUs and signals
in automotive electronics, the communication must be efficient to provide system
extensibility. As a result, the complexity of industrial networks is increasing rapidly.
Different types of communication protocols are currently being used in different
automobiles such as Controller Area Network (CAN) and FlexRay.

FlexRay is a new high-bandwidth communication protocol for the automotive
domain. It is expected as the next generation bus for automotive industry and to be
the de facto standard for high-speed. Most remarkable features of FlexRay can be
related such as high data rate, time/event-triggered behavior, deterministic, fault-
tolerance, and redundancy. Along with the development of the automotive industry
for higher requirements as safer, more comfortable, reliable, complex demands at
same time and enhancing memory, the development of electronic control unit (ECU)
also plays an important role. More and more ECUs have been used widely nowadays
and it has been developed from 8 bits up to 32 bits.

FlexRay protocol can implement both time-triggered and event-triggered mes-
sage. In the first case, task activations and frame transmissions are bound to happen
at predefined points in time. In the other case, the sporadic real-time messages are
generated by event occurrences and have to be transmitted before their deadline.
According to these methods, FlexRay can be divided to two main fields of priority
assignment to jobs: static segment (SS) and dynamic segment (DS). The organization
of SS is based on a Time-Division Multiple Access (TDMA) operation. It consists

© Springer Nature Switzerland AG 2019 17
D.-S. Kim and H. Tran-Dang, Industrial Sensors and Controls in Communication

Networks, Computer Communications and Networks,
https://doi.org/10.1007/978-3-030-04927-0_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04927-0_2&domain=pdf
https://doi.org/10.1007/978-3-030-04927-0_2

18 2 FlexRay Protocol: Objectives and Features

of a fixed number of equal-size static slots (STSs) and transmits message follow-
ing uniquely frame identifiers (FIDs). In static method, the fixed priority is selected
for each job at the beginning of the development. Besides, the DS uses the flexible
TDMA (FTDMA) scheme. In contrast to SS, the time when the message begins to
transmit is not fixed, but the priority of the message is fixed with DS [2]. DS is
conducted in dynamic slots (DYSs) that are superimposed on mini slot (MS). When
message is transmitted by DYS, the length of the DYS is equal to the number of MS
for message transmission. Otherwise, the length of the DYS is one MS.

2.2 FlexRay System

FlexRay was developed for next-generation automobiles by a consortium founded
by BMW, Bosch, DaimlerChrysler and Philips in 2000. FlexRay is a new standard of
network communication system which provides a high-speed serial communication,
time-triggered bus, and fault-tolerant communication between electronic devices
for future automotive applications. FlexRay supports a time-triggered scheme and
an optional event-triggered scheme. The upper bound of the data rate is 10 Mbps
and it provides two channels for redundancy (FlexRay Consortium, 2005). FlexRay
protocols are first designed using SDL (Specification and Description Language).
Then, the system is re-designed using Verilog HDL based on the SDL source. In
addition, FlexRay system is combined with active stars. The combined system is
implemented using ALTERA Excalibur ARM EPXA4F672C3. It is shown that the
implemented system operates successfully. FlexRay architecture is divided into three
levels in Fig. 2.1 based on protocol [3].

2.2.1 Level I—Network Topology

In this section, level 1 introduces the network topology overview for FlexRay. It
supports single/dual channel and three types of topology: bus-type, star-type, and
hybrid-type combined with bus-type and star-type. The dual channel is fault tolerant
by making redundant configuration. In addition, the star-type topology is used to
connect by the point-to-point for high-speed data rate, and it is easy to reduce failures.

2.2.2 Level 2—Interface

In level 2, FlexRay interface supports bus guardian at physical interface including
error containment and error detection in the time domain. Then, the bus guardian
interacts with both communication controller and host processor.
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2.2.3 Level 3—CHI and Protocol Engine

Level 3 contains the control host interface (CHI) and protocol engine. The protocol
engine is also called communication controller (CC). The node architecture is shown
in Fig. 2.1. According to [3], each node consists of a host and a communication con-
troller (CC) which is connected by a controller-host interface (CHI). The CHI serves
as a buffer between the host and the CC. The host is the part of ECD where pro-
cesses incoming messages and generates outgoing messages. The CC independently
implements FlexRay protocol services.

In FlexRay protocol, media access control is based on a communication cycle
as Fig. 2.2. The cycle comprises a static segment (SS), a dynamic segment (DS), a
symbol window (SW), and the network idle time (NIT). The organization of the SS
is based on a time-division multiple access (TDMA) scheme. It transmits message
according to the fixed number of equal-size static slots (STS) and uniquely frame
identifiers (FIDs). The DS employs the flexible TDMA (FTDMA) approach. It is
divided into mini slots. The communication in the dynamic segment is conducted in
dynamic slots (as opposed to static slots of fixed size in the static segment). The SW
and the NIT provide time for the transmission of internal control information and
protocol-related computations.

As can be seen in Fig. 2.3, FlexRay frame includes three segments: header, pay-
load, and trailer segment. The first five bits are defined as the basic of the frame.
For static segment, Frame ID (11 bits) is defined as the slot position. In dynamic
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segment, Frame ID is used to indicate the priority of the frame: a lower identifier
indicates higher priority.

In header segment, payload length (7 bits) is the data length (payload length x
2 =number of data bytes). Header CRC (11 bits) is defined as the Cyclic Redun-
dancy Check, which is computed over the sync frame indicator (1 bit), startup frame
indicator (1 bit), frame ID (11 bits) and payload length (7 bits). Cycle count (6 bits)
is the serial number of the frame that defines locally in the node. Payload segment
(0-254 bytes) contains the main data which is transferred via bus. Trailer segment
(24 bits) is used for cyclic redundancy check, it is computed over the header segment
and payload segment.

2.3 Message Scheduling for FlexRay System

2.3.1 FlexRay Static Segment

There are several methods to optimize scheduling for FlexRay in which each algo-
rithm is presented relying on the specify model, hence the special method is directed
toward the different model. Pop et al. have introduced the scheduling model that
divides into three steps. First, the mapping step including time-triggered cluster and
event-triggered cluster, the second step is frame packing, and the final step is time
scheduling. For each step, a given set of parameters is leading to find out if a sys-
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tem is schedulable and the constraints are met. If it is unscheduled in any steps, the
set of parameters must be changed until obtaining the approximate optimal solution
[4]. As Fig. 2.3 shown, Pop et al. divide the scheduling model into three steps: the
mapping including time-triggered cluster and event-triggered cluster, frame packing,
and time scheduling. For each step, a given set of parameters is leading to find out
if a system is schedulable, and the constraints are met. If it is unscheduled in one of
these steps, the set of parameters must be changed until obtaining the approximate
optimal solution.

Besides, Murakami et al. also propose a simulated annealing (SA) algorithm as
a static scheduling method for FlexRay system [5]. This method is based on the
scheduling model of Pop et al. but combining three steps: Mapping, Frame packing,
and Time scheduling into only one step. The scheduling method of Murakami et al.
suppose that all the processes belong a process graph can have difference periods
and also take into account the influence of system load on the scheduling method [6].
Then, the genetic algorithm (GA) for FlexRay is presented and optimized the formal
model called the data flow diagram (DFG). The GA is better than SA algorithm
approach. First, authors give a brief description of the problem based on TDMA
for FlexRay static segment and consider the synchronous input/output constraints.
Then, based on the systematic scheduling model, they use the GA to optimize the
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tasks assignment in ECUs and message scheduling through bus. After that, GA and
hybrid-GA are proposed in [6].

In these works above, none of the approaches accounts for the potential jitter in the
message transmission. The message schedule computation for the SS of FlexRay is
designed to accommodate periodic real-time messages. Previous work on this topic
focuses on the timing analysis of applications on a FlexRay bus or on heuristic strate-
gies that aim at finding a feasible message schedule for a given message set. Klaus
Schmidt and Ece Guran Schmidt identify and solve two issues of message scheduling
on SS of FlexRay in [7]. The signals have to be packed into equal-size messages to
obey the restrictions of FlexRay protocol, while using as little bandwidth as pos-
sible and message schedule has to be determined such that the periodic messages
are transmitted with minimum jitter. To solve these issues, the authors formulate a
nonlinear integer programming (NIP) problem to maximize bandwidth utilization.
Besides, they also introduce appropriate software architecture and derive an integer
linear programming (ILP) problem that both minimize the jitter and the bandwidth
allocation.

In addition, to minimize the number of used slots in the mentioned above issue,
the authors also present a formulation for the minimization of the transmission jitter.
This works discuss optimization of the static segment communication schedule, but
do not attempt optimization at the system-level. They do not consider possible end-
to-end deadlines, information passing and precedence constraints among tasks and
signals, nor synchronization of the task and signal schedules. To solve these prob-
lems, Haibo Zeng et al. study the problem of the ECU and FlexRay bus scheduling
synthesis from the perspective of the application designer, interested in optimizing
the scheduling subject to timing constraints with respect to latency or extensibility-
related metric functions [8]. They introduce solutions for a task and signal scheduling
problem, including different task scheduling policies based on existing industry stan-
dards. The solutions are based on the Mixed-Integer Linear Programming (MILP)
optimization framework instead of a heuristic method to schedule transactions con-
sisting of tasks and signals on a FlexRay-based system. This formulation includes the
system-level schedule optimization with the definition of an optimal relative phase
in the activation of tasks and signals which accounts for deadlines and precedence
constraints. The objective of the proposed MILP method is to maximize the number
of free communication slots and improve extensibility or to maximize minimum lax-
ity among paths and improve timing performance. The authors provide solutions for
the synchronized task-to-signal information passing under different task scheduling
policies based on existing industry standards. There are many algorithms to optimize
scheduling for FlexRay based on the different models. It is not only the different opti-
mization algorithms, but also different perspectives including models and methods.
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2.3.2 FlexRay Dynamic Segment

The dynamic segment of FlexRay is based on even-triggered and the message
is acyclic and arrives at any time. Therefore, a probabilistic model is needed to
analyze message transmission in the dynamic. This section is related research on
schedulability analysis and optimization algorithms for FlexRay dynamic segment.
Nielsen et al. propose a novel approach to performance analysis of the dynamic
segment based on Markov chain transient analysis [9]. The model of the dynamic
segment is a two-dimensional discrete-time Markov chain, where the discrete time
steps represent mini slots of the dynamic segment. The state space of this model is
composed of slot identity and states within a dynamic slot, each state in the Markov
chain constitutes either an idle mini slot, or a mini slot that is used for transmitting
a frame. The time step of this model has the duration of one mini slot. The transi-
tion probabilities of the Markov chain correspond to the arrival probabilities of each
dynamic slot. Then the transition probability matrix can be calculated in the way
of iteration over the set of dynamic slots, and the state probability vector should be
calculated easily. The distribution of last dynamic slot can be taken from the Markov
chain model. Hence, the model based on Markov chain can be a tool for network
designer to make early predictions on network behavior.

According to Nielsen et al. model, the authors in [10] improve the Markov chain
model, and propose the probabilistic delay model of dynamic segment message. The
delay model considers variable length messages that share same Frame ID. While
the delay model assumes that frames within a frame ID use the same payload length
in [9], in this innovated model, the messages share a frame ID has the same choice to
be sent on the bus. The authors focused on the bus utilization and the delay time in
different angles, they presented two performance metrics as analysis targets: frame
delay probability and empty mini slot distribution.

The dynamic messages produce and transmit between two tasks each message has
a different length. For given FlexRay system, the length of dynamic segment is fixed,
while during the dynamic segment, if no message is to be sent during a certain slot,
then that slot will have a length of one mini slot, otherwise the dynamic slot will have
a length equal with the length of message transmitted. Based on the characteristic
of the dynamic segment, many researchers describe the optimization of target with
bus bandwidth, response time and distribution of slot. This chapter just introduces
the work recently on bus bandwidth.

In term of bus bandwidth, Ece Guran Schmidt and Klaus Schmidt consider the
bounds on the message generation times and the timing requirements for message
delivery of the sporadic messages to reserve bandwidth for each message based
on addressing a message schedule method for the sporadic message [11]. In the
authors’ point of view, the DS of FlexRay is designed to accommodate sporadic real-
time messages that are generated by event occurrences and have to be transmitted
before their deadline. To this end, it is required to find feasible message schedules
that meet the timing requirements. Previous work on FlexRay DS mostly provides
methods to test if a given schedule is feasible. They propose a method for synthesizing
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efficient and feasible message schedules. Based on a formal problem description,
their approach determines the required system parameters such that the sporadic
messages are delivered on time. Two performance metrics are defined to measure
the efficiency of each schedule: the bandwidth reservation and the cycle load. The
bandwidth reservation indicate the number of mini slots reserved per cycle for each
node, while the cycle load denotes the maximum number of mini slots that is reserved
for message transmission in a cycle. Then, integer programming is applied to group
the messages, and the messages in same group will be transmitted in a reservation.
The optimal schedule satisfies more reservations utilized by the groups of message
and bandwidth reservation is minimized.

2.3.3 Comparison with CAN

2.3.3.1 Physical Layer

As mentioned before, FlexRay supports three main topologies, bus, star and hybrid
and its baud rate is 10 Mbps while CAN only use bus as its topology with 1 Mbps
baud rate. CAN only uses one channel and using metal as its physical layer while
FlexRay can support two channels on its implementation on metal or optical fiber.
CAN bus length can reach 40 m, and FlexRay only 22 m between each node, or node
and active-star.

2.3.3.2 Communication

FlexRay communication is based on time-triggered for periodic message and event
triggered for aperiodic message. FlexRay can connect up to 22 nodes in bus or star
topology. CAN only use event triggered for its communication and can connect to
nodes depending on delay time of the bus.

2.3.3.3 Frame

FlexRay frame has three segments. Its maximum payload is 254 bytes, while CAN
only has 8 bytes of payload. CAN frame consists of Data frame, Remote frame, Error
Frame, and Over Rode.

2.3.3.4 Error Condition

CAN has five types of error bit error, stuffing error, ACK error, framing error, and

CRC error. FlexRay has all type of errors except clock synchronization. In CAN, error
status divided in three steps, error active, error passive, and bus off. FlexRay error



2.3 Message Scheduling for FlexRay System 25

Fig. 2.4 Modem V diagram A b

k- °y
Design/ \\
development “-\\
\_‘ X

status also divided into three steps, normal active, normal passive, and halt. Active
condition in both FlexRay and CAN means there are no errors. Passive condition
means that errors in node are still acceptable. Bus off or halt condition mean the error
occurred is fatal.

2.4 Verification and Validation

FlexRay network will be extensively used in safety and security critical areas such
as powertrain management system. An error in any of these systems can cause not
only huge financial loss, but also loss of human lives. The modern V diagram model
help engineer to develop FlexRay network quickly as Fig. 2.4.

In Fig. 2.4, the design/development stage (top left) and verification and validation
stage (top right) are implemented at the same. Both of them are gradually to meet the
demand of the application via the integration. The modem V diagram corresponds to
engineering processes is iterative with many repetitive steps throughout the develop-
ment life cycle. At last, the development life cycle completes the entire design. Then
the verification and validation is important for FlexRay. There are some validation
methods including computer simulation, formal verification.

2.4.1 Computer Simulation for Model Validation

Computer simulation for model verification includes scheduling analysis (on abstract
target model), and time simulation and analysis (on detailed target model). Usually,
scheduling analysis that abstracts model is in the early design stage and time simu-
lation and analysis is in the late design stage for certainty model.



26 2 FlexRay Protocol: Objectives and Features
2.4.1.1 Scheduling Analysis for Abstract Target Model

In the early design stage, model-based design is universally recognized to be a good
approach to schedule synthesis and increasingly used in the automotive industry. For
instance, the data flow diagram modeling abstracts and defines the system’s necessary
functions. In all mentioned contributions for static and dynamic segment, the basic
idea is to create a formal model that covers the relevant load arrival into the system.
Models of the plant interacting with the scheduling algorithm are available in the
early design. In that mean, only some adjustment of sensitive parameters could be
sufficient to obtain reliable models. It clearly focuses on timing-relevant influences
resulted in very small and efficient models with only few parameters. Such as slot size,
frame cycle times in FlexRay [12]. The key parameters from powerful abstraction
described the arrival of system load without details of the executed code and the
content of transmitted data. It is enable for that the systematic and efficient analysis
of timing and performance, and the early application depending on V diagram for
next stage analysis and design.

24.1.2 Time Simulation and Analysis for Certainty Model

Time simulation and analysis, in FlexRay, work at the level of bus protocol and oper-
ating system, and analyses timing effects resulting from integration of tasks on ECU
and messages on buses, respectively. Based on the executable system model, schedul-
ing analysis is applicable in different level and tells about performance reserves or
upcoming bottlenecks before the entire system is build.

2.4.2 Formal Verification

Including both the hardware and software systems, formal verification is the action
to prove or disprove the correctness of algorithms, it is done by providing a formal
proof on an abstract mathematical model of the system. Then there are many works on
formal verification of hardware, software, and protocols for FlexRay. It becomes even
more critical when considering FlexRay distributed embedded systems. Erik Enders
etc. consider the close interaction of software and hardware parts, and verify against
the specification as seen by a system programmer [13]. The formal verification of
FlexRay protocol was introduced [14]. It verifies the bus guardian properties and the
clock synchronization algorithm. Rush by gives an overview of the formal verification
of a Time-Triggered architecture and formally proves the correctness of some key
algorithms. The goal of formal verification is feasible to formally verify a complex
distributed automotive system in a pervasive manner. The desired goal is a “single”
top-level theorem that describes the correctness of the whole system.
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2.5 Software and Hardware

FlexRay technology can be split into two (software/hardware) to main areas: software
to configure and manage both communication in a FlexRay cluster and the application
layer of ECU; digital and logic implementing FlexRay protocol and analog signal
drivers.

2.5.1 Software

The software used in today’s automobile is highly heterogeneous. The result is that
different developers use different standards to develop same software and different
suppliers develop software components for different hardware. It includes different
types of electronic control units as well as different types of buses. Therefore, the
automobile manufacturers, suppliers, and tool developers jointly have been develop
open and standardized automotive software architecture (AUTOSAR). The objective
of the AUTOSAR initiative is establishing an open standard for automotive elec-
tric/electronic architectures. The scope of AUTOSAR includes all vehicle domains
as following:

1. Implementation and standardization of basic system functionalities as an OEM
wide “Standard Core” solution.

Scalability to different vehicle and platform variants.

Transferability of functionalities throughout network.

Integration of functional modules from multiple suppliers.

Consideration of availability and safety requirements.

Redundancy activation.

Maintain ability throughout the whole “Product Life Cycle”.

Increased use of “Commercial off the shelf hardware”.

Software updates and upgrades over vehicle lifetime.

A e AR o

Base on Fig. 2.5, AUTOSAR standard will serve on different hardware platform
in the future vehicle applications and serve to minimize the current barriers between
functional domains. It is also to map functional networks to different ECUs in the sys-
tem. For the technical goal modularity, scalability, transferability and re-usability of
functionalities, AUTOSAR provide common software infrastructure for automotive
systems of all vehicle domains based on standardized interfaces [15].

2.5.2 Hardware

The center of the hardware for FlexRay is the protocol execution layer, where outgo-
ing frame data is sent to the physical layer. The physical layer contains three parts:
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the bus drivers, the optional bus guardians, and the physical interconnections. The
interfaces for integrating FlexRay controller into the system as follows:

Clock and Reset Interface: enables clock gating and reset control through hard or
soft resets.

e Host Interface: a simple read/write peripheral interface.
e Interrupt and Strobes Interface: selects interrupt and debugging implementations

through software.

FlexRay Bus Interface: used to connect FlexRay device to FlexRay bus drivers,
specified in FlexRay Communication System Electrical Physical Layer Specifica-
tion.

System Memory Interface: connected through the Bus Master Interface (BMIF) to
an external memory controller. This can be connected directly to a shared memory
or an external memory bus subsystem. In either case, certain latency requirements
must be met.

Many semiconductor vendors are working on FlexRay controller development

and integrate FlexRay controller with MCU. To develop FlexRay-based system,
Freescale, Fujitsu, Atmel, etc., offer multifunctional evaluation boards with the 16/32
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bit MCU as a host controller. Infineon and NXP respectively have developed CC
for FlexRay bus communication. In the 32-bit MCU domain, Freescale develops
MPC5567 that is based on the PowerPC core and enables fault-tolerant commu-
nication at high-bandwidth rates of 10 Mbps, reducing system cost by integrating
maximum functionality on the chip. This device is the first 32bits flash-based MCU
with FlexRay protocol. Its integrated FlexRay functionality is that control modules,
deterministic and dependable manner based on FlexRay protocol in the car. This
helps to popularize FlexRay application in braking, stability, and suspension system.
FlexRay is gaining international support within the automotive industry and will be
used by vehicle makers to enable new safety-critical and performance features.

2.6 Conclusions

This chapter presents a situation from the scheduling analysis at the early design stage
to the scheduling/optimization algorithms for the static and dynamic segment. There
are many works focus on scheduling analysis for FlexRay system. Each approach
to optimize scheduling method relies on specific model systems or applications.
This chapter presented briefly the situation of study from the scheduling analysis
at the early design stage to the scheduling/optimization algorithms for the static
and dynamic segment. In the future, when FlexRay becomes as data backbone, the
work on FlexRay not only analyze the service condition of individual bus, but also
research the entire network design including different topologies of CAN, LIN and
FlexRay bus to develop the gate routing protocol in order to connecting other buses
via gateway.
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Chapter 3 ®)
Communication Using Controller Area ez
Network Protocol

3.1 Introduction

Controller Area Network (CAN) was originally developed in February 1986, by
Robert Bosch Gmbh and was introduced as “Automotive Serial Controller Area
Network™ at the SAE congress in Detroit as the new bus system. At the beginning
of the 1980s, a group of engineers at Bosch GmbH were the pioneers in introducing
this multi-master network protocol. It was based on a nondestructive arbitration
mechanism that grants bus access to the message without causing any delays. This
Automotive Serial CAN protocol was introduced due to the fact that the cars required
the extra wiring costs for increased number of distributed control system and also
that none of the existent protocols could perform satisfactorily for the automotive
engineers [1].

At the beginning, CAN was used in interconnecting the ABS (Anti-Block Sys-
tem and Acceleration Skid Controls (ASC). For example in ASC, engine timing and
carburetor control are required when slippage occurs and vice versa. It was first devel-
oped for the automotive industry, other automation sectors and today is used in the
other large variety of embedded systems applications [2, 3]. The first hardware imple-
mentation of CAN protocol was produced by Intel Corporation in mid-1987 in the
form of controller chip, the 82,526 which favored the FullCan concept as compared
to BasicCAN implementation introduced by Phillips Semiconductors which shortly
followed. The semiconductor vendors who implemented CAN modules into their
devices were mainly focused on the automotive industry and since the mid-1990s,
Infineon Technologies (formerly Siemens Semiconductors) and Motorola have man-
ufactured and delivered large quantities of CAN controller chips to the European
passenger car manufacturers and their suppliers. Even though it was conceived for
vehicle applications, at the beginning of the 1990s, CAN began to be adopted in
different scenarios. The standard documents provided satisfactory specifications for
the lower communication layers but did not offer guidelines or recommendations for
the upper part of the Open Systems Interconnection (OSI) protocol stack, in general,
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and for the application layer, in particular. This is why the earlier applications of
CAN outside the automotive scenario (i.e., textile machines, medical systems, and
so on) adopted ad hoc monolithic solutions.

CAN protocol can be interpreted as being a two layer protocol in terms of the
OSI/ISO 7-layer reference model. In other words, CAN operates at the physical layer
and the data link layer of the standard OSI model. The physical layer determines how
the signal is transmitted. The International Standards Organization (ISO) defined a
standard ISO11898 which incorporates the CAN specifications to meet some of the
requirements in the physical signaling [4], which includes bit encoding and decoding
(Non-Return-to-Zero, NRZ) as well as bit timing and synchronization [5]. Using
serial bus network mechanisms, the existing CAN applications send messages over
the network [6]. In the CAN systems, there is no need for central controller as every
node is connected to the every other node in the network. CAN communications
protocol, ISO 11898: 2003, describes how information is passed between devices
and conforms to the Open Systems Interconnection (OSI) model that is defined in
terms of layers. Actual communication between devices by the physical medium is
defined by the physical layer of the model. CAN specifications [7, 8], in particular,
include only the physical and data link layer as shown in Fig. 3.1.

Application programs
and devices

Application layer and device profiles
(CANopen, DeviceNet, SDS, SAE J1939)

s s

CAN Data-link layer tos t CoRaEC)
(CAN controller)

Medium Access Control (MAC)

CAN Physical layer
(CAN transceivers and connectors)

CAN bus

Fig. 3.1 CAN protocol stack
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3.2 CAN Protocol Overview

3.2.1 Physical Layer

The features of the physical layer of CAN that are valid for any system, such as those
related to the physical signaling, are described in ISO 11898-1 [7]. The medium
access units (i.e., the transceivers) are defined in two separate documents: ISO 11898-
2 [8] and ISO 11898-3 [9] for high-speed and low-speed communications, respec-
tively. The definition of the medium interface (i.e., the connectors) is usually covered
in other documents.

3.2.1.1 Network Topology

CAN networks are based on a shared-bus topology. Buses have to be terminated at
each end with resistors (the recommended nominal impedance is 120 W), so as to
suppress signal reflections. For the same reason, the standard documents state that
the topology of a CAN network should be as close as possible to a single line. Stubs
are permitted for connecting devices to the bus, but their length should be as short as
possible. For example, at 1 Mbit/s the length of a stub must be shorter than 30 cm.

Several bit rates are available for the network, the most adopted being in the range
of 50 Kbit/s to 1 Mbit/s (the latter value represents the maximum allowable bit rate
according to the CAN specifications). The maximum extension of a CAN network
depends directly on the bit rate. The exact relation between these two quantities
involves parameters such as the delays introduced by transceivers and optocouplers.
In general, the mathematical product between the length of the bus and the bit rate
has to be approximately constant. For example, the maximum extension allowed for
a 500 Kbit/s network is about 100 m, and increases up to about 500 m when a bit
rate of 125 Kbit/s is considered.

Signal repeaters can be used to increase the network extension, especially when
large plants have to be covered and the bit rate is low or medium. However, they intro-
duce additional delays on the communication paths; hence the maximum distance
between any two nodes is effectively shortened at high bit rates. Using repeaters also
achieves topologies different from the bus (trees or combs, for example). In this case,
good design could increase the effective area that is covered by the network.

3.2.1.2 Bit Encoding

In CAN, the electrical interface of a node to the bus is based on an open-collector-
like scheme. As a consequence, the level on the bus can assume two complementary
values, which are denoted symbolically as dominant and recessive. Usually, the
dominant level corresponds to the logical value O while the recessive level coincides
with the logical value 1.
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CAN relies on the non-return-to-zero (NRZ) bit encoding, which features very
high efficiency in that synchronization information is not encoded separately from
data. Bit synchronization in each node is achieved by means of a digital phase-
locked loop (DPLL), which extracts the timing information directly from the bit
stream received from the bus. In particular, the edges of the signal are used for
synchronizing the local clocks, so as to compensate tolerances and drifts of the
oscillators.

3.2.2 Message Frame Format

CAN protocol supports two message frame formats, the main difference is the length
of the identifier field and some other bits in the arbitration field. In particular, the
standard frame format (also known as CAN 2.0A format) defines an 11-bit identifier
field, which means that up to 2048 different identifiers are available to the applications
executing in the same network (many older CAN controllers only support identifiers
in the range of 0-2031). The extended frame format (identified as CAN 2.0B) instead
assigns 29 bits to the identifier, so that up to a half billion different objects could
exist (in theory) in the same network. This is a fairly high value, which is virtually
sufficient for any kind of application.

3.2.2.1 Data Frame

Each data frame in CAN begins with a start-of-frame (SOF) bit at the dominant level,
as shown in Fig. 3.2. Immediately after the SOF bit there is the arbitration field, which
includes both the identifier and the remote transmission request (RTR) bit. As the
name suggests, the identifier field identifies the content of the frame that is being
exchanged uniquely on the whole network. The identifier is also used by the MAC
sub-layer to detect and manage the priority of the frame, which is used whenever
a collision occurs (the lower the numerical value of the identifier, the higher the
priority of the frame).

The identifier is sent starting from the most significant bit up to the least significant
one. The size of the identifier is different for the standard and extended frames. In
the latter case, the identifier has been split into an 11-bit base identifier and an 18-bit
extended identifier, to provide compatibility with the standard frame format.

The RTR bit is used to discriminate between data and remote frames. Since a
dominant value of RTR denotes a data frame while a recessive value stands for a
remote frame, a data frame has a higher priority than a remote frame having the same
identifier.

Next to the arbitration field comes the control field. In the case of standard frames,
it includes the identifier extension (IDE) bit, which discriminates between standard
and extended frames, followed by the reserved bit r0. In the extended frames, the IDE
bit effectively belongs to the arbitration field, as well as the substitute remote request
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Fig. 3.2 Format of data frames

(SRR) bit—a placeholder that is sent at recessive value to preserve the structure of
the frames. In this case, the IDE bit is followed by the identifier extension and then by
the control field, which begins with the two reserved bits r1 and r0. After the reserved
bits there is the data length code (DLC), which specifies—encoded on 4 bits—the
length (in bytes) of the data field. Since the IDE bit is dominant in the standard
frames, while it is recessive in the extended ones, when the same base identifier is
considered, standard frames have precedence over extended frames.

After the data field there are the CRC and acknowledgment fields. The former
field is made up of a cyclic redundancy check sequence encoded on 15 bits, which
is followed by a CRC delimiter at the recessive value. The kind of CRC adopted in
CAN is particularly suitable to cover short frames (i.e., counting less than 127 bits).
The acknowledgment field is made up of two bits: the ACK slot followed by the ACK
delimiter. Both of them are sent at the recessive level by the transmitter. The ACK
slot, however, is overwritten with a dominant value by each node that has received the
frame correctly (i.e., no error was detected up to the ACK field). It is worth noting
that ACK slot is actually surrounded by two bits at the recessive level: CRC and
ACK delimiters. By means of ACK bit, the transmitting node is enabled to discover
whether at least one node in the network has received its frame correctly.

At the end of the frame, there is the end-of-frame (EOF) field, made up of seven
recessive bits, which notifies all the nodes of the end of an error-free transmission. In
particular, the transmitting node assumes that the frame has been exchanged correctly
if no error is detected until the last bit of the EOF field, while in the case of receivers,
the frame is valid if there are no errors until the sixth bit of EOF.

3.2.2.2 Remote Frame

The main duty of remote frame is to solicit the transmission of data from another
node. On the one hand, this type of message is explicitly marked as a remote frame
by a recessive RTR bit in the arbitration field. Remote frames are used to request
that a given message be sent on the network by a remote node. It is worth noting that
the requesting node does not know who the producer of the related information is.



36 3 Communication Using Controller Area Network Protocol

It depends on the receivers to discover the one that has to reply. The DLC field in
remote frames is not effectively used by the CAN protocol. However, it should be set
to the same value as the corresponding data frame, so as to cope with the situations
where several nodes send remote requests with the same identifier at the same time.
In this case, it is necessary for the different requests to be perfectly identical, so that
they will overlap in the case of a collision.

3.2.2.3 Error Frame

Error frame is a special message that violates the formatting rules of a CAN message.
It is transmitted when a node detects an error in a message, and causes all other
nodes in the network to send an error frame as well. The original transmitter then
automatically retransmits the message. Error frames consist of two fields: error flag
and error delimiter. There are two kinds of error flag: the active error flag is made
up of six dominant bits, while the passive error flag consists of six recessive bits.
An active error flag violates the bit stuffing rules or the fixed-format parts of the
frame that is currently being exchanged; hence, it enforces an error condition that is
detected by all other stations connected to the network. Each node which detects an
error condition transmits an error flag on its own. In this way, as a consequence of
the transmission of an error flag, there can be from 6 to 12 dominant bits on the bus.

3.2.2.4 Overload Frame

Overload frame is mentioned for completeness. It is similar to the error frame with
regard to the format, and is transmitted by a node that becomes too busy. It is used
to create an extra delay between two messages by the slow receivers to slow down
operations on the network. Today’s CAN controllers are very fast, and so they make
the overload frame almost useless.

3.2.3 Medium Access Technique

The medium access control mechanism for CAN network is basically carrier-sense
multiple access (CSMA) . When no frame is being exchanged, the network is idle
and the level on the bus is recessive. Before transmitting a frame, the nodes have to
observe the state of the network. If the network is idle, frame transmission begins
immediately; otherwise, node must wait for the current frame transmission to end.
Each frame starts with the SOF bit at the dominant level, which informs all the other
nodes that the network has switched to the busy state.

Even though very unlikely, it may happen that two or more nodes start sending their
frames exactly at the same time. This is actually possible because the propagation
delays on the bus, even though very small. Thus, one node might start its transmission
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while the SOF bit of another frame is already traveling on the bus. In this case, a
collision will occur. In CSMA networks that are based on collision detection, such as,
for example, non-switched Ethernet, this unavoidably leads to the corruption of all
frames involved, which means that they have to be retransmitted. The consequence is
awaste of time and a net decrease of the available bandwidth. In high-load conditions,
this may lead to congestion when the number of collisions is so high and then
throughput on the Ethernet network falls below the arrival rate, the network becomes
stalled.

3.2.3.1 Bus Arbitration

The CAN arbitration scheme allows the collisions to be resolved by stopping the
transmissions of all frames involved except the one that is characterized by the
highest priority (i.e., the lowest identifier). The arbitration technique exploits the
peculiarities of the physical layer of CAN, which conceptually provides a wired-
end connection scheme among all the nodes. In particular, the level on the bus is
dominant if at least one node is sending a dominant bit; likewise, the level on the bus
is recessive if all the nodes are transmitting recessive bits.

When transmitting, each node checks the level observed on the bus against the
value of the bit that is being written out. If the node is transmitting a recessive value
and the level on the bus is dominant, the node understands it has lost the contention
and withdraws immediately. The binary countdown technique ensures that in the case
of a collision, all the nodes that are sending lower priority frames will abort their
transmissions by the end of the arbitration field, except for the one that is sending the
frame characterized by the highest priority (the winning node does not even realize
that a collision has occurred). This implies that no two nodes in a CAN network
can be transmitting messages related to the same object at the same time. If this is
not the case, in fact, unmanageable collisions could take place that, in turn, cause
transmission errors. Because of the automatic retransmission feature of the CAN
controllers, this will lead almost certainly to a burst of errors on the bus until the
stations involved are disconnected by the fault confinement mechanism.

All nodes that lose the contention have to retry the transmission as soon as the
exchange of the current (winning) frame ends. They will all try to send their frames
again immediately after the intermission is read on the bus. Here, a new collision
could take place that also involves the frames sent by the nodes for which a transmis-
sion request was issued while the bus was busy. An example that shows the detailed
behavior of the arbitration phase in CAN is outlined in Fig. 3.3. Here, three nodes
(that have been indicated symbolically as A, B, and C) start transmitting a frame at
the same time (maybe at the end of the intermission following the previous frame
exchange over the bus). As soon as a node understands it has lost the contention, it
switches its output level to the recessive value, so that it no longer interferes with
the other transmitting nodes. This event takes place when bit ID 5 is being sent for
node A, while for node B this happens at bit ID 2. Node C manages to send the entire
identifier field, and then it can keep on transmitting the remaining part of the frame.
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Fig. 3.3 Arbitration phase in CAN

3.2.4 Error Management

One of the main requirements in the definition of the CAN protocol is the need to
have a communication system characterized by high robustness, i.e., a system that
is able to detect most of the transmission errors. Hence, particular care has been
taken in defining error management. The CAN specification foresees five different
mechanisms to detect transmission errors:

e Cyclic redundancy check: when transmitting a frame, the originating node adds
a 15-bit-wide CRC to the end of the frame itself. Receiving nodes reevaluate the
CRC to check if it matches the transmitted one. In general, CRC used in CAN is
able to discover up to 5 erroneous bits distributed arbitrarily in the frame or errors
bursts including up to 15 bits.

e Frame check: the fixed-format fields in the received frames can be easily tested
against their expected values. For example, the CRC and ACK delimiters as well
as the EOF field have to be at the recessive level. If one or more illegal bits are
detected, a form error is generated.

o Acknowledgment check: the transmitting node checks whether the ACK bit has
been set to the dominant value in the received frame. On the contrary, an acknowl-
edgment error is issued.

e Bit monitoring: each transmitting node compares the level on the bus against the
value of the bit that is being written. When a mismatch occurs, an error is generated.
This does not hold for the arbitration field or the acknowledgment slot. Such an
error check is very effective to detect local errors that may occur in the transmitting
nodes.

e Bit stuffing: each node verifies whether the bit stuffing rules have been violated in
the portion of the frames from the SOF bit up to the CRC sequence. In the case of
when six bits of identical value are read from the bus, an error is generated.
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3.2.5 Implementation

According to the internal architecture, CAN controllers can be classified in two
different categories: BasicCAN and FullCAN. Conceptually, BasicCAN controllers
are provided with one transmit and one receive buffer, as in conventional UARTS.
The frame-filtering function, in this case, is generally left to the application programs
(i.e., it is under control of the host controller), even though some kind of filtering can
be done by the controller. To avoid overrun conditions, a double-buffering scheme
based on shadow receive buffers is usually available, which permits a new frame to
be received from the bus while the previous one is being read by the host controller.
An example of a controller based on the BasicCAN scheme is given by Philips’
PCA82C200.

Intel 82526 and 82527 CAN controllers are based on the FullCAN architecture.
FullCAN implementations foresee a number of internal buffers that can be configured
to either receive or transmit some particular messages. In this case, the filtering
function is implemented directly in the CAN controller. When a new frame that
is of interest for the node is received from the network, it is stored in the related
buffer, where it can then be read by the host controller. In general, new values simply
overwrite the previous ones, and this does not lead to an overrun condition.

3.3 Main Features

3.3.1 Advantages

CAN is by far more simple and robust than the token-based access schemes, for
example, PROFIBUS when used in multi-master configurations. In fact, there is no
need to build or maintain the logical ring, or to manage the circulation of the token
around the master stations. In the same way, it is noticeably more flexible than the
solutions based on the time-division multiple access (TDMA) or combined-message
approaches—two techniques adopted by SERCOS and INTERBUS, respectively.
This is because exchanging messages do not have to be known in advance. When
compared to schemes based on centralized polling, such as FIP, it is not necessary
to have a node in the network that acts as the bus arbiter, which can become a point
of failure for the whole system. Since all the nodes are masters in CAN (at least
from the point of view of the MAC mechanism), it is very simple for them to notify
asynchronous events, such as, for example, alarms or critical error conditions. In
all cases where this aspect is important, CAN is clearly better than the above-cited
solutions.

With the arbitration scheme, it is certain that no message will be delayed by lower
priority exchanges. Since the CAN protocol is not preemptive (as is the case for
almost all existing protocols), a message can still be delayed by a lower priority one
whose transmission has already started. This is unavoidable in any non-preemptive
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system. However, as the frame size in CAN is very small (standard frames are 135 bits
long at most, including stuff bits), the blocking time experienced by the very urgent
messages is in general quite low. This makes CAN a very responsive network, which
explains why it is used in many real-time control applications despite its relatively
low bandwidth.

3.3.2 Performances

Since the sampling point is located roughly after the middle of each bit (the exact
position can be programmed by means of suitable registers), the end-to-end propa-
gation delay including the hardware delay of transceivers must be shorter than about
one quarter of the bit time (the exact value depending on the bit timing configuration
in the CAN controller).

As the propagation speed of signals is fixed (about 200 m/s on copper wires),
this implies that the maximum length allowed for the bus is necessarily limited and
depends directly on the bit rate chosen for the network. For example, a 250 Kbit/s
CAN network can span at most 200 m. Similarly, the maximum bus length allowed
when the bit rate is selected as equal to 1 Mbit/s is only 40 m. This, to some degree,
explains why the maximum bit rate allowed by CAN specifications ISO1 has been
limited to 1 Mbit/s. It is worth noting that this limitation depends on physical factors,
and hence it cannot be overcome in any way by advances in the technology of
transceivers.

3.3.3 Determinism

CAN is able to resolve in a deterministic way any collision that might occur on the
bus because of its nondestructive bitwise arbitration scheme. However, if nodes are
allowed to produce asynchronous messages on their own—this is the way event-
driven systems usually operate—there is no way to know the exact time of sending
a given message. This is because it is not possible to foresee the actual number of
collisions a node will experience with higher priority messages. This behavior leads
to potentially dangerous jitters, which in several applications, for example those
involved in the automotive field, might affect the control algorithms in a negative
way and worsen its precision. In particular, it might happen that some messages miss
their intended deadlines.
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3.3.4 Dependability

Whenever safety-critical applications are considered, where a communication error
may lead to damages to the equipment or even injuries to human beings, for example,
in automotive x-by-wire systems, a highly dependable network has to be adopted.
Reliable error detection should be achieved both in the value and in the time domain.
In the former case, conventional techniques such as, for example, the use of a suitable
CRC are adequate. In the latter case, a time-triggered approach [10] is certainly more
appropriate than the event-driven communication scheme provided by CAN. In time-
triggered systems all actions including message exchanges, sampling of sensors,
actuation of commanded values, and task activations are known and must take place
at precise points in time. In this context, even the presence (or absence) of a message
at a given instant could provide significant information (i.e., it enables the discovery
of faults).

3.4 Conclusions

CAN is a multi-master serial bus that allows an efficient transmission of data between
different nodes. CAN is a flexible, reliable, robust, and standardized protocol with
real-time capabilities. Since CAN is message-based and not address-based, it is
especially suited when data is needed by more than one location. CAN is ideally suited
in applications requiring in a large number of short messages with high reliability in
rugged operating environments.
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Chapter 4 ®
Distributed Control System for Ship oo
Engines Using Dual Fieldbus

4.1 Introduction

Several environmental conditions can cause rapid load changes in a ship engine sys-
tem, leading to emissions and wasting of resources. In the ship industry, fuel economy
and emission reductions are popular issues on account of the current energy shortage
and stricter environmental standards. To overcome these problems, the design of a
ship engine control system must satisfy hardware and software requirements of the
International Association of Classification Societies (IACS).

To design a ship engine control system based on IACS specifications, it is impor-
tant to understand how communication technology in the industry has been evolving.
It has predominantly developed in four stages over the last four decades. The evolu-
tion began with direct digital control and transitioned to hierarchical process control.
It then evolved to distributed control through near field devices, and finally developed
into the distributed control system (DCS) based on the local area network (LAN)
and fieldbus. The introduction of DCS with LAN and/or the fieldbus control system
has reduced considerable wiring complexity and has made system diagnostics easier
and faster [1].

DCS consists of five major components: controllers, input/output (I/0) modules,
application software, communication networks, and workstations. These compo-
nents are combined to deliver an exceptional process automation solution that not
only optimizes plant performance and efficiency, but also serves as an extension of
management’s daily decision-making tools.

Due to the communication network, communication delays or communication
losses may occur, which can result in performance degradation or even instability.
As a result, researchers have focused on analyzing the network communications
systems that are associated with communication delays of DCS [2—4]. An approach
proposed in [5] has presented a method to real-time delivery of data in networked
control systems to decrease communication delay. In addition to the communication
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delays, in DCS, it is also important that sampled data is transmitted within a sampling
period, and that stability of control systems is guaranteed [6]. But, the ship engine
distributed control system implies high sampling frequency from sensors, a high
probability exists that system entities will fail. The best way to achieve system failure
tolerance is by providing redundancy. Redundancy is a common approach to improv-
ing the reliability and availability of the system. Adding redundancy increases the
cost and complexity of a system design. However, with the high reliability of modern
electrical and mechanical components, many applications do not need redundancy
to be successful. Nevertheless, if the cost of failure is sufficiently high, redundancy
may be an attractive option.

Recent interest in distributed control system redundancy has increased owing to
the use of CAN and Modbus for distributed control systems [7]. CAN introduces a
message-based protocol designed for automotive applications. Furthermore, it pro-
vides the highest speed with reliability and it can be used as a fieldbus on account
of the low cost of some controllers and processors [8]. It is also one of the field-
buses which has better capability of handling electromagnetism disturbances, and it
can check errors which are produced in communication bus. Even the distance of
the signal communication reached 10 km, CAN still provide digital communication
velocity with 50 Kbit/s [9]. CAN is also more excellent than other protocols in many
aspects such as capability of real-time delivery, adaption, and security [10].

Modbus is popular industrial protocol being used today for good reasons. It is sim-
ple, inexpensive, universal, and easy to use. Even though Modbus has been around
since the past century nearly 30 years, almost all major industrial instrumentation and
automation equipment vendors continue to support it in new products. Although new
analyzers, flow meters and PLCs may have a wireless, Ethernet or fieldbus interface,
Modbus is still the protocol that most vendors choose to implement in new and old
devices. Another advantage of Modbus is that it can run over virtually all communi-
cation media, including twisted pair wires, wireless, fiber optics, Ethernet, telephone
modems, cell phones, and microwave. This means that a Modbus connection can be
established in a new or existing plant fairly easily. In fact, one growing application for
Modbus is providing digital communications in older plants, using existing twisted
pair wiring.

Most previous research works have studied control and monitoring only using
the CAN [11-14]. A method proposed in [11] improves the entire design level of
the ship power system and reduces unnecessary expenses. In [12], an intelligent
control system is presented for the ship-hull status. This work promotes ship-hull
status monitoring toward the direction of digitization, networking, and intelligence.
Moreover, an algorithm for handling real-time message on CAN has been applied to
large-scale ship engine network control systems [13].

Furthermore, in [14] a remote control simulation system for a ship engine is pre-
sented. It provides a favorable platform for the research of a marine main diesel
propulsion control system. In addition, a marine engine remote control system based
on distributed processing and dual-redundant CAN network communication tech-
nology was proposed for middle-speed and four-stroke marine diesel engine [15]. Its
communication system was designed based on the open communication protocol of
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CAN, which has the ability to self-test and troubleshoot. The communication system
unit has self-checking and troubleshooting functions.

A fault-tolerant CAN controller subsystem was proposed in [16]. It was comprised
of three standard CAN controllers and a specifically designed circuit that manages
redundancy. The redundancy is provided by a redundancy manager (RM). The RM
is the key component of this approach. This circuit performs all the functions relating
to redundancy, including typical fault tolerance functions, such as error detection,
as well as other functions, such as coordinating the operation of the redundant con-
trollers, even in the absence of faults. However, all these approaches did not consider
redundancy of communication link against unexpected failure, which could result
damage to the ship system or even a catastrophe.

A network platform for integrated information exchange in the shipboard was
proposed in [17]. In that proposal, the standard defined by the International Elec-
trotechnical Commission (IEC61162-4) was adopted as a basic network platform
for integrated information exchange. Reference [18] explores the method by which
the proportional integrated derivative (PID) controller benefit from smart actuator
and fieldbus technologies. A smart actuator scheme suitable for PID controller rear-
ranging was identified and implemented. A CAN bus interface was used for data
exchange between the smart actuator and the process controller.

An optimized distributed ship diesel control system based on a master—slave
configuration was introduced in [19]. In addition to the many hardware devices
attached to the diesel engine, the distributed control system has one master computer
and a slave station. The master computer controls the slave station by searching for
working information. However, this approach does not consider the communication
link redundancy. Reference [20] examines the use of wireless fieldbus in the industrial
environment. But, the industrial environment is error prone and the reliability of
wireless technology is lower, it is difficult to support a real-time and high data rate
transmission.

Existing schemes of DCS techniques did not consider redundancy of communi-
cation link against unexpected failure. To overcome the limitations of the existing
schemes, a redundant distributed control system (RDCS) for ship engine monitoring
is herein proposed. In the proposed approach, the RDCS uses Modbus as a primary
communication link and the redundant CAN fieldbus. Redundant CAN provides
error detection and retransmission. When an error occurs with Modbus, the recovery
process is accomplished by CAN. One of the goals of this recovery is, to restore
the coordinated operation that has been lost with the discrepancy. Modbus was used
as a primary communication link, because, ship engine interface is developed based
on MAN232 which cannot be connected by other fieldbus protocols except Modbus
RS232. In ship engine control system, monitoring the whole engine is based on data
received from sensors. Due to the importance of precise data about the engine state,
sensor data sampling rate is fixed too high which cannot be supported by other field-
bus protocols except Modbus. CAN bus was used as a redundant link, because, CAN

bus provides higher speed and faster error recovery than other fieldbus protocols in
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case of failure. The main contribution of the proposed RDCS scheme is, it considers
communication link redundancy against unexpected failure to provide error detec-
tion and retransmission, and to satisfy the recovery timing constraints recommended
by IACS. This chapter is an extended version of previous research paper [21].

The remainder of this chapter is organized as follows. Section 4.2 describes
the RDCS design scheme. A brief implementation of the proposed RDCS in a real
testbed and comparison results are presented in Sect. 4.3. Finally, Sect. 4.4 presents
summary of the chapter and the plans for the future work.

4.2 Redundant Distributed Control System

In this section, the proposed RDCS design scheme is presented. Figure 4.1 shows the
overall RDCS architecture for a ship engine. The RDCS consists of software (SW)
on a personal computer (PC), junction boxes (JB), and sensors that are located on
the ship engine. The SW plays the main role in controlling and monitoring. Sensors
are placed on the cylinder of the ship engine and are connected to the JBs. Each JB
has a micro-control unit (MCU), which controls the functions of data processing,
inputting and outputting from/to sensors, and data transmitting using the fieldbus.

As shown in Fig. 4.2, the proposed control system consists of junction boxes
connected to each other via a dual fieldbus. Data from sensors are sent to the engine
control PC to analyze and monitor the engine parts. This central computer is located
in the engine control room. It captures all sensor/signal statuses from the machines
and displays the entire condition of the engine room.

The junction boxes convert data from sensors to bit data that is simultaneously
readable by the CAN and Modbus. Each junction box MCU is shared by the CAN
and Modbus interfaces, as shown in Fig. 4.3.

Engine Control Engine Room
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Fig. 4.1 Overall RDCS architecture
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Fig. 4.3 Junction box overview

Figure 4.4 shows the JB initialization. The processes in the junction box are based
on interrupt routines from the dual fieldbus and clock (timer). The Modbus interrupt
routine is used for sharing real-time IO data. The JB sends a response frame (REP)
after receiving a request frame (REQ), as shown in Fig. 4.5. The JB places OxFF
(hexadecimal) into the sensor data to prevent errors, which means that the responses
from other JBs do not occur in the delay intervals. The JB sends data when receiving
a request from the DCS. Finally, the RDCS recognizes whether the JB is operating
or not.

Figure 4.5 shows the procedure of the timer interrupt routine. The time limit used
in this study was four in character time. The interrupt routine checks the data update
at this time. If no data have been updated, then the earlier data from the JB is used
for further error correction.

The timer interrupt routine is reset after receiving a REQ. The REQ is received
from a JB via the CAN, which processes the message into the REQ and finally sends
a REP to the JB. The CAN interrupt routine function is shown in Fig. 4.5.
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Fig. 4.4 Junction box initialization process

As mentioned above, this approach focuses on redundancy in a ship engine con-
trol system for preventing communication link against unexpected failure. The key
aspect of the control system is communication between the electronic devices (field-
bus nodes). In this chapter, two fieldbuses: Modbus and the CAN bus are used as
communication tools for the ship engine control system. An outstanding feature of
the proposed RDCS scheme is the dual fieldbus, which provides redundancy in the
case of system failures. To improve the reliability in the alarm monitoring system,
two fieldbuses primary Modbus and an alternative CAN bus are used. The main
objective of this chapter is to satisfy the recovery time constraint recommended by
TACS. When an error occurs during data transmission, the state of the primary Mod-
bus is automatically changed to an inactive state, and that of the CAN bus is changed
to an active one.
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Fig. 4.5 Block diagram for interrupt routines

4.2.1 Modbus Protocol

The Modbus protocol was first published in the 1970s by the American Modicon
Company and was used in PLC communication. It is an open standard real-time com-
munication protocol that is widely used in controllers and measuring instruments.
More recently, it is becoming an international standard in the industrial automation
field. The Modbus protocol supports traditional RS232, RS422, RS485 communica-
tion interfaces, as well as the Ethernet interface.

The Modbus protocol has two transmission modes: ASCII and remote terminal
unit (RTU). In ASCII mode, the message is expressed by ASCII code and uses
a longitudinal redundancy error check. In RTU mode, the message is expressed
in binary codec decimal format and uses the cyclic redundant checksum (CRC)



50 4 Distributed Control System for Ship Engines Using Dual Fieldbus
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Fig. 4.6 Modbus RTU frame format

Table 4.1 Description of the RTU frame format

Name Length (Bits) Description

Start 28 At least 3 1/2 character times of silence (mark condition)
Address 8 Station address

Function 8 The function code

Data n*8 n, number of data bytes

CRC 16 Error checks

End 8 At least 3 1/2 character times of silence between frames

error check. The Modbus RTU is widely used in building management systems
and industrial automation systems. This wide acceptance is due in large part to
the Modbus RTU ease of use and high communication efficiency [22]. Therefore,
considering the above benefits, the RTU transmission mode was selected for the
proposed approach.

In the proposed scheme, Modbus is used as the primary fieldbus. It is often used
to connect a supervisory computer with an RTU. The Modbus protocol is suitable
for systems with high-speed sampling frequencies. The ship engine control system
monitors the whole engine based on data received from sensors. Owing to the impor-
tance of precise data on the engine state, the sensor data sampling rate is fixed at a
level that is too high; thus, it cannot be supported by some fieldbus protocols except
Modbus. Modbus RTU is an open serial (RS-232 or RS-485) protocol derived from
the master/slave architecture.

Modbus RTU messages are a simple 16-bit CRC. The simplicity of these messages
helps to ensure reliability. Because of this simplicity, the basic 16-bit Modbus RTU
register structure can be used to pack in floating points, tables, ASCII text, queues,
and other unrelated data.

Figure 4.6 shows the Modbus frame format. A Modbus command contains the
address of the device for which it is intended. Only the intended device acts on
the command, even though other devices might receive it. The basic command can
instruct an RTU to change a value in one of its registers. The command is used for
control; when the node receives the command, it returns one or more values [23].

Table 4.1 lists the detailed Modbus RTU frame format.

Modbus communication parameters are listed in Table 4.2. Calculation of the total
bit time of the Modbus RTU frame depends on the Modbus Function being used. In
this case the total bit time is calculated by
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Table 4.2 Communication Serial interface RS485
parameters of Modbus Protocol Modbus RTU standard
Baud rates 9600 bps
Data hits 8
Parity Even
Stop bits 1
Function code 03 (read holding registers)
Master address 01 (AMS)
Slave address 02 JBI1)
Tvp = Twbie * Do (ms), 4.1)

where T\pie 1S the transmission time per each byte calculated by adding all the
character bits divided by transmission speed and DL is the frame length of Modbus
which is calculated by adding together the request and response bytes.

4.2.2 CAN Protocol

CAN is a serial asynchronous bus used in instrumentation applications for industries
such as automobiles. Their digital messages, known as CAN frames, are broad-
casted by the nodes on this shared bus through electronic transceivers. The most
popular version of the CAN bus has three wires, one ground wire, and two differen-
tial CAN signals. The nodes on the bus broadcast the CAN frame when the bus is
idle. The receiving nodes acknowledge the receipt of the correct frame by inserting
the dominant bit at the acknowledgement bit position. It is possible for two nodes to
simultaneously begin transmitting the CAN frame. The node with alower precedence
CAN frame withdraws in the case of a bus contention.

In addition, the CAN specification does not restrict the baud rate to any specific
value. There are many popular baud rates. However, all nodes on the bus must operate
at the same predetermined fixed baud rate. The maximum allowed baud rate on a
CAN bus is 1 Mbps. There is no separate clock signal on the CAN bus to synchronize
the node; the CAN frame itself is used for synchronization of the clocks on all the
nodes. To effectively achieve this objective, CAN frames have NRZ-5 coding. If
there are 5 bits at the same level in the CAN frame, a sixth bit of the opposite level
is stuffed by the transmitter. This extra studied bit is removed by the receiver node
before processing the CAN frame.

The CAN clock used to sample the bit value of the CAN frame is derived from
a clock running at a much higher frequency. The time period of this clock is known
as one-time quanta and is denoted by T. The one bit time of the CAN clock is
comprised of many time quanta (7).



52 4 Distributed Control System for Ship Engines Using Dual Fieldbus

The total CAN clock duration is a sum of the synchronization segment, propa-
gation segment, phase segment 1, and phase segment 2, as given in Fig. 4.7. The
synchronization segment of 1 T in the clock period is due to the synchronization
delay that can occur because the synchronization segment can occur any time within
one T4 period.

The propagation segment represents the propagation delay that occurs in the
transceiver and cable. Phase segments 1 and 2 are used to handle the phase errors. A
synchronization segment is used to synchronize various bus nodes. On transmission,
the current bit level is output at the beginning of this segment. If there is a bit state
change between the previous bit and current bit, a bus state change is then expected
to occur within this segment by the receiving nodes.

A propagation time segment is used to compensate for signal propagation delays
on the bus line and through the transceivers of the bus nodes across the network.
Phase segment 1 is used to compensate for edge phase errors. This segment may be
lengthened during re-synchronization. The sample point is the time at which the bus
level is read and interpreted as the value of the respective bit, and its location is at
the end of phase segment 1 (between the two phase segments).

Phase segment 2 is also used to compensate for edge phase errors. This segment
may be shortened during re-synchronization; however, the length must be at least as
long as the information processing time, and it cannot be greater than the length of
phase segment 1 [24]. In accordance with the CAN 2.0A specification, the baud rate
in this work is set to 250 kbps, and the data length is set to 8 bytes. The total CAN
duration T ¢y is made up of the summation of the non-overlapping segments of the
nominal bit time in Fig. 4.7 and the synchronization jump width which adjusts the
bit clock [25]. Hence T cpy is given by

TCbit = Tsyns + Tprs + Tphsl + Tpth + Tsjw * 89 (42)

where

o Ty 1S the total CAN duration,
o Ty is the first segment in CAN bit timing used to synchronize nodes on the bus,
o Ty is twice the sum of the signal’s propagation time on the bus line,

| Nominal Bit Time

previous bit XSync‘ Prop Phase 1 Phase 2 X next bit

Sample Point

Time Quanta

Fig. 4.7 CAN bit timing with 10-time quanta per bit
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Table 4.3 Parameters and initial values

T syns Synchronization segment 500

T'prs propagation time segment

Tph1 phase segment 1

N =] N

Tph2 phase segment 2

—

T'sjw synchronization jump width

o Tpnst and Tphs are the phase segments used to compensate edge phase errors on
the bus, and
o Ty is used to adjust the bit clock as necessary from 1 to 4TQ (time quanta).

The total bit time for CAN specification using Eq. (4.1) can be described as:

131
Tcp = — (ms), 4.3)
Tt

where the total data length is 131 bytes in accordance with the CAN 2.0A specifica-
tions. Table 4.3 lists the parameters and initial values used in Eq. (4.2).

4.2.3 Redundancy

The ship engine control system is a time-critical one. Therefore, the proposed system
design must satisfy requirements predefined by the standards. Requirements are
specified by IACS for the DCS design. Table 4.4 lists the requirements for the DCS
design in terms of hardware and software.

To meet the TACS design requirements, the proposed control system uses a het-
erogeneous dual fieldbus. The heterogeneous dual fieldbus consists of the Modbus
RTU and CAN. The Modbus RTU is the primary communication media among the
electronic devices of the control system. Modbus was chosen as a primary communi-
cation link, because, it is compatible with the existing ship engine interface (MAN).
When a failure occurs with the Modbus RTU, the recovery process is accomplished

Table 4.4 TACS design requirements

Hardware (HW) requirements Software (SW) requirements

CPU redundancy Protocol of International Standard usage
Power redundancy Isolation of data and power links

HW recovery time SW response time

Nonvolatile memory Cyclic redundancy check

Usage Retransmission assurance
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by the redundant CAN. Due to low data rate speed, Modbus cannot be used as redun-
dant communication link. But, CAN has high data rate, and faster error recovery than
Modbus. Figures 4.8 and 4.9 illustrate timing in the Modbus RTU channel and the
error detection process.

The Modbus RTU message frames are separated by a silent interval of a 3.5
character time (2.96 ms). The inner character silent interval in each frame is set to
1.5 character time (1.25 ms). These features of Modbus are used to detect errors. In
this study, it is assumed that, an error occurs when a silent interval is greater than
1.5 character time. When an error occurs, a message frame is declared incomplete
and then discarded by the receiver, either the DCS or JB. The total time interval in
which an error on each frame is detected is called #(4.5) and is calculated by each
electronic device (in this case, the junction boxes), which send data to each other and
the monitoring PC

1(4.5) = t(1.5) +1(3.5), (4.4)

where #(3.5) is the silent interval character time, and #(1.5) is the inner silent interval
character time in each frame.

When the junction box cannot receive the Modbus frame after 3.5 character time,
then it sends a Modbus REQ message to check its availability and waits for a REP
message. If the junction box cannot receive the REP message on time, the CAN bus is
switched to maintain the communication process. Figure 4.10 shows the inter-frame
delay detection in the CAN bus.

Figure 4.11 describes the redundancy process in the proposed DCS. The time that
the redundancy process takes T, can be defined as follows:

Tow = E[T +1(3.5) + Tr]l + E[1(4.5) + Ia + T, 4.5)
MODBUS Frame | MODBUS Frame 2 MODBUS Error
ty
TR | PP ] 1 PP 1 1 | S
R ) S b e i - - »
' : ' : {185 | |
i 135 i 3 135 ! !
t45

Fig. 4.8 Inter-frame delay detection in Modbus

Frame ok Frame NOK
tO K—Aﬁ " 3 Ty
| (I} i [ 3 r 1 ]
() (] [} 1 ]
[ ] LI ] [ | 1 L]
<115 > 1S

Fig. 4.9 Inter-character delay detection in Modbus
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Fig. 4.10 Inter-frame delay detection in CAN bus
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Fig. 4.11 Block diagram of redundancy process
Table 4.5 Parame.:ters and T, Send a frame far request to Modbus
values for computing the -
switching time TR Receive a frame fur response from Modbus

Tq 0.5 ms, at 250 kbps in CAN

14 Internal delay for detecting an error

where E[T; +t(3.5) + Tr] is the expected total time taken to send and receive frame
request, and E [t(4.5) + 14+ Tq] is expected time to identify error and delay. The
notations for Eq. (4.5) are given in Table 4.5.

According to IACS, the switching (recovery) time should be less than 2 s. To
evaluate the performance of the proposed control system, a testbed was created. It
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was determined whether the proposed system satisfies the IACS requirements. In
Sect. 4.3, the implementation of the proposed ship engine control system is briefly
explained.

4.3 Implementation and Experimental Test

In this section, the implementation and performance evaluation of the proposed DCS
is presented. In the implementation, three JBs were created using the CAN controller
within AT9OCAN128 [26]. A JB has one MCU, ATMEGA AT90CAN128, which
is an eight-bit MCU that includes a CAN controller. The CAN controller on the
MCU is fully compatible with CAN specifications 2.0A, and 2.0B. It delivers the
features required to implement the kernel of the CAN bus protocol according to
the OSI reference model. The CAN controller can handle all frame types, including
data, remote, error, and overload, while also achieving a bit rate of 1 Mbps [27]. The
specifications of the various sensors are listed in Table 4.6.

The analog to digital converter (ADC) converts the analog signal from various
resistance temperature detectors (RTDs) into digital values. Figure 4.12 presents a
block diagram of the conversion process in JB. The ADC is connected to an eight-
channel analog multiplexer that accommodates eight single-ended voltage inputs
constructed from the pins of Port F. The single-ended voltage inputs refer to 0 V
(GND). The device also supports 16 differential voltage input combinations. The dif-
ferential input pairs of ADC1 and ADCO, as well as ADC3 and ADC2, are equipped

Table 4.6 Sensor specifications

Condition Type Qty Range
JB #1 RTD Temp. 10 0-200 °C
Temp. 10 —50 to 600 °C
4-20 mA Temp. 10 —50 to 600 °C
Press. 7 0-40 kg/cm?
SW Low 5 Logic
High 1 Logic
IJB #2 RTD Temp. 15 0-200 °C
4-20 mA Press. 1 0-200 kg/cm?
S/W Low 2 Logic
JIB#3 RTD Temp. 8 0-200 °C
Temp. 1 0-100 °C
Temp. 18 —50to 120 °C
SW Low 3 Logic
High 8 Logic
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with a programmable gain stage, providing amplification of 0 (1 x), 20 (10x), or 46

(200x) dB of the differential input voltage before the ADC.

Seven differential analog input channels share a common negative terminal
(ADC1), while any other ADC input can be selected as the positive input termi-
nal. If a gain of one or ten is used, 8-bit resolution can be expected. The ADC
contains a sample and hold circuit that ensures that the input voltage to the ADC is
maintained at a constant level during conversion [28].

An RV converter is used to measure the temperature to convert the register value
from the temperature sensor to a voltage from 0 to 5 in amplitude after filtering. The
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Fig. 4.14 Communication
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Fig. 4.16 PCB overview
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Fig. 4.18 Experimental results on the screen of the remote monitoring and control device

result from the ADC for the voltage represents a digital value of the sensor data. Each
JB consists of two RV converters that support a maximum of 32 inputs. Additionally,
RV converters are used to measure the temperature of the thermocouple, the exhaust
gas from the cylinders, and the cooling pure water with a pressure sensor. The output
values of the sensor are from 2 to 40 mA.

The BV converter indicates the status of the control switch, which can turn on and
off, and sensors for detecting cooling oil flow. The sensors for detecting cooling oil
flow measure the temperature of the main bearings, the water content of the lubricant
in the marine engine system, and the cooling oil level, which causes the signal for the
output to turn on and off. The BV converter eliminates the noise across the engine
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Fig. 4.19 Testbed setup
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Fig. 4.20 Oscilloscope screenshot during recovery process
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Table 4.7 Notations and description

Notations Description

TMmD Total Modbus bit time

T Mbit Modbus transmission time

Dy, Modbus frame length

T cbit Total CAN duration

Tsyns The first segment in CAN bit timing

Tprs CAN propagation time segment

Tphs1 CAN phase segment 1

Tphs2 CAN phase segment 2

Tsijw Synchronization jump width

Tcp Total bit time for CAN specification

T, Frame request to Modbus

Tr Frame response from Modbus

Tsw Total time of redundancy

14 Internal delay for detecting an error

IEC 61162-4 Digital interfaces of a ship with multiple talkers and multiple listeners
RS 232 ANSI/EIA-232 standard for point to point serial communication

RS 422 EIA RS-422-A standard for serial communication

RS 485 EIA-485 standard for serial communication and improvement over RS422
AT90CANI128 | Low power CMOS 8-bit microcontroller

ATMEGA Single-chip microcontroller in megaAVR family

PCA482C250 CAN transceiver chip used in automotive and industrial applications

via a photo coupler after filtering. Arranged data are used for the input of the MCU
with general-purpose input output.

The CAN transceiver chip is connected to a JB for I/O data transmission. A Philips
PCAS82C250 is used as a CAN transceiver chip, as shown in Fig. 4.13. A terminal
register 120 2 is employed to enable the CAN to match the impedance end of the
fieldbus. The PCA82C250 is an advanced transceiver product that is used in automo-
tive and general industrial applications with transfer rates up to 1 Mbps. They support
the differential bus signal representation described in the international standard for
in-vehicle CAN high-speed applications (ISO11898). In this work, the transceiver
chip PCA82C250 was used as a communication bridge between the Modbus and
CAN, as shown in Fig. 4.14.

The top view of the implemented JB is shown in Fig. 4.15. The processing states
are displayed on a liquid crystal display with text. The PCB is completely verified for
the product throughout testing, including temperature, humidity, impact, and external
disturbance. The overview PCB is shown in Fig. 4.16. The testbed established for
the performance evaluation is shown in Fig. 4.17.
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The processing results are displayed on the remote PC, as shown in Fig. 4.18.
Data exchange is executed from a JB to the PC. In addition, response data arrive
within 1 s, even if the input value of the sensor randomly changes. The scenario for
the redundancy evaluation is shown in Fig. 4.19. In the scenario, three JBs and three
sensors were used. First, the system initialized. Then, input signals in JB 1 and JB
3 were respectively checked with Modbus and CAN. To check system redundancy,
the following steps were performed. First, a request frame was sent through Modbus
by JB 1, and Modbus was disconnected to cause a system error. A response frame
was successfully returned through CAN after redundancy processing.

A request frame was sent through Modbus. Then, an error was created by dis-
connecting Modbus. A response frame was successfully returned through JB3 after
redundancy processing. Figure 4.20 shows the redundancy cycle on an oscilloscope.
The fieldbus automatically changes from Modbus to CAN when an error occurs.
Redundancy time is required within 2 s according to IACS. The description of the
notations used in this chapter is explained in Table 4.7.

4.4 Conclusions

In this chapter, DCS for a ship engine system was proposed. Previous works in this
scope considered only a single fieldbus protocol. The existing approaches thus had
problems regarding redundancy of communication link against unexpected failures.
To overcome the limitations of the existing schemes, the proposed DCS uses Modbus
as a primary communication link and redundant CAN bus. When errors occur with the
Modbus, redundant CAN bus provides error detection and recovery scheme through
retransmission. The proposed DCS is cost effective and flexible for building the con-
trol system. Through an experimental evaluation, the proposed design scheme solved
the communication problem by switching field buses in reliable way. According to
the results, the recovery time is within the time frame required by IACS. Therefore,
redundant communication is verified between the DCS and three JBs using the dual
fieldbus. In future work, we will verify the reliability of the proposed DCS scheme
for more than three JBs.
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Chapter 5 ®
Implementing Modbus and CAN Bus e
Protocol Conversion Interface

5.1 Introduction

Any embedded system generally consists of one or more micro-processors or micro-
controller and a number of peripherals IC’s like EEPROM, real-time clock (RTC),
watchdog timer and sensors, etc. In communication system design, a key challenge is
the ability to make different components from different manufactures communicates
with each other. A number of field buses are available to exchange the serial data
among one or more controllers and a number of field devices that are communicating
with each other. However, fieldbus standards are currently not uniform, which brings
many difficulties in system design, as different equipment from different manufactur-
ers follow different standards. For a reliable system design, there is a need of efficient
communication interface to make the communication possible. Many serial commu-
nication protocols like RS-232/RS-485, 12C, SPI, Modbus and CAN bus, etc., were
used in embedded systems. All these protocols have their own advantages and lim-
itations. Generally, different manufactures follow different protocols and standards.
This makes the system integration task very difficult. Hence, there must be several
means to make this task easier. Protocol conversion interface is one of the possible
solutions for this problem. CAN bus and Modbus are two most common fieldbus
protocol used in industrial control systems. This chapter implements a CAN bus to
Modbus protocol conversion interface. Both sides of serial connections are isolated
to provide perfect protection against lightning, surges, high-voltage transients. After
the brief introduction of each protocol, this chapter briefly explain the hardware and
software design of CAN bus to Modbus protocol conversion interface. Figure 5.1
describes the basic overview of the system and how different devices are connected
in the system [1].
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5.2 Modbus and CAN Bus

5.2.1 Modbus

5.2.1.1 Overview

Modbus is a communication protocol widely used in distributed control applications.
Modbus was initially introduced in 1979 by Modicon (a company now owned by
Schneider Electric) as a serial-line protocol for communication between “intelligent”
control devices. It has become a de facto standard implemented by many manufac-
turers and used in a variety of industries. Modbus is a master—slave communication
protocol which describes the process a master uses to request an access to slave,
and how the slave will respond to these requests, and how errors will be detected
and reported. Master can initiate transactions (called “queries”) and slave respond
by supplying the requested data to the master, or by taking the action requested in
the query. The master can address individual slaves, or can initiate a broadcast mes-
sage to all slaves. Slaves return a message (called a “response”) to queries that are
addressed to them individually. Responses are not returned to broadcast queries from
the master. Figure 5.2 describes the master—slave query-response cycle.
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5.2.1.2 Message Frame Format

The Modbus serial-line specifications describe physical and link-layer protocols for
exchanging data [2]. Two main variants of the link-layer protocol are defined and
two different types of serial lines are supported. In addition, the specifications define
an application layer protocol, known as the Modbus Application Protocol, for con-
trolling and querying devices [3]. The application protocol was originally intended
for devices connected via the Modbus serial-line protocol and was summarized as
following:

e The application protocol follows the same master—slave design as the serial-line
protocol in Fig. 5.3. Each transaction at the application layer is a simple query-
response exchange initiated by the master node and addressed to a single device.
Both requests and responses fit in a single serial-line frame.

e Each device on the same serial line has an 8 bit address. Addresses 0 and 248 to
255 are reserved. There can be at most 247 devices on a single line.

e The maximal length of a Modbus frame is 256 bytes. One byte is the device address
and two bytes are used for CRC. The maximal length of a query or response is
253 bytes.

Subsequently, Modbus specifications were extended to support other types of
buses or networks. Modbus Application Protocol assumes an abstract communi-
cation layer that allows devices to exchange small packets. Serial-line Modbus
remains an option for implementing this communication layer, but other networks
and protocols may be used. Increasingly, TCP/IP is being used as the communication
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layer for Modbus. Modbus over TCP/IP specification [4] describes how to implement
the Modbus communication layer using TCP.

Master’s query consists of slave device (or broadcast) address, a function code
defining the requested action, any data to be sent, and an error-checking field. The
slave’s response contains fields confirming the action taken, any data to be returned,
and an error-checking field. Figure 5.4 shows the PDU and ADU of Modbus protocol.

Two different serial transmission modes are defined: The RTU mode and the
ASCII mode. It defines the bit contents of message fields transmitted serially on the
line. It determines how information is packed into the message fields and decoded.
The data transmission rate of ASCII mode is a little lower than RTU mode. So, when
need to send large data, user always uses RTU mode. The standard Modbus protocol
is to use a RS-232C compatible serial interface, which defines the port pin, cable,
digital signal transmission baud rate, parity.

5.2.2 CAN Bus

CAN is a serial communication protocol which was originally developed in February
1986, by Robert Bosch GmbH mainly for applications in the automotive indus-
try but also capable of offering good performance in other time-critical indus-
trial applications. The CAN protocol is optimized for short messages and uses a
CSMA/Arbitration on Message Priority (CSMA/AMP) medium access method.



5.2 Modbus and CAN Bus 69

Thus the protocol is message-oriented, and each message has a specific priority
that is used to arbitrate access to the bus in case of simultaneous transmission. The
bit-stream of a transmission is synchronized on the start bit, and the arbitration is
performed on the following message identifier, in which a logic zero is dominant
over a logic one.

A node that wants to transmit a message waits until the bus is free and then starts to
send the identifier of its message bit by bit. Conflicts for access to the bus are solved
during transmission by an arbitration process at the bit level of the arbitration field,
which is the initial part of each frame. Hence, if two devices want to send messages
at the same time, they first continue to send the message frames and then listen to
the network. If one of them receives a bit different from the one it sends out, it loses
the right to continue to send its message, and the other wins the arbitration. With this
method, an ongoing transmission is never corrupted.

Ina CAN-based network, data are transmitted and received using Message Frames
that carry data from a transmitting node to one or more receiving nodes. Transmitted
data do not necessarily contain addresses of either the source or the destination of the
message. Instead, each message is labeled by an identifier that is unique throughout
the network. All other nodes on the network receive the message and accept or reject
it, depending on the configuration of mask filters for the identifier. This mode of
operation is known as multicast.

The CAN communications protocol, ISO-11898, describes how information is
passed between devices on a network and conforms to the open systems intercon-
nection (OSI) model that is defined in terms of layers. Actual communication between
devices connected by the physical medium is defined by the physical layer of the
model [5]. The International Standards Organization (ISO) defined a standard ISO
11898 which incorporates the CAN specifications to meet some of the requirements
in the physical signaling, which includes bit encoding and decoding (Non-Return-
to-Zero, NRZ) as well as bit timing and synchronization. Using serial bus network
mechanisms, the existing CAN applications send messages over the network. In the
CAN systems, there is no need for central controller as every node is connected to the
every other node in the network. CAN communications protocol, ISO 11898:2003,
describes how information is passed between devices and conforms to OSI model that
is defined in terms of layers. Actual communication between devices by the physical
medium is defined by the physical layer of the model. The ISO 11898 architecture
defines the lowest two layers of the seven layer OSI/ISO model as the data link layer
and physical layer as shown in Fig. 5.5.
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5.3 Conversion Interface Design

5.3.1 Hardware Design

Design of this CAN bus to Modbus protocol conversion interface is done by using
PIC32MX-XXX series microcontroller. This series of microcontrollers has 6 UART
and 2 CAN modules. These on chip modules are appropriate of the design of protocol
conversion interface. This design also included a CAN transceiver (ISO-1050) and
As the Modbus using the RS-485 serial interface, this design uses RS485 transceiver
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Fig. 5.6 Schematic diagram for Modbus communication
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(ISO-3050). The ISO-1050 is an isolated CAN transceiver that meets or exceeds the
specifications of the ISO-11898 standard [6] and ISO-3080 is an isolated full-duplex
differential line drivers and receivers.

This CAN transceiver provides differential transmit capability to the bus and
differential receive capability to a CAN controller at signaling rates up to 1 megabit
per second (Mbps). The internal oscillator circuit of PIC32 microcontroller is used to
generate the system clock. This system is working on a high frequency of 32 MHz.
Block diagram of protocol conversion interface is shown in Fig. 5.8. Figure 5.6 shows
the schematic diagram for Modbus communication using RS-485 and Fig. 5.7 shows
the schematic diagram for CAN bus communication.

5.3.2 Software Design

This protocol conversion interface is working on master—slave technique and only
master can initiate the communication. Here, CAN bus is chosen as the master and
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Modbus as slave. Only CAN bus can start the communication and Modbus devices can
respond according to request made by the master. The entire communication is con-
trolled by an event-driven interrupt. Whenever CAN master wants to communicate
with a device connected over the Modbus, it will then interrupt the communication.
On receiving this interrupt, CPU enters into an interrupt service routine (ISR). In this
routine, CPU receive the data from CAN master and checks the integrity of the data
using CRC check. If data is found to be valid then program enters into a routine which
convert this data into Modbus format. This format contain slave address, function
code, data field, and CRC field. Thus, this conversion interface encapsulates the data
in Modbus protocol format to send to the Modbus site. Now, slave device receives
the data and responds back with the response data. Conversion interface receives this
response data. After receiving message conversion interface analysis data, and then
convert to CAN protocol format, send to master. Note that, due to the length of CAN
bus data transmission up to 8 bytes, if Modbus protocol transmits data is longer than
8 bytes it will send data many times.

5.4 Conclusions

This chapter presented a survey on Modbus and CAN bus and the designing of
CAN bus and Modbus protocol conversion interface. By using the hardware and
software logic as explained above CAN bus to Modbus protocol conversion interface
is implemented. There are a number of advantages of using fieldbus communications
when adding or replacing a remote control for your rectifier. It will save installation
costs, is easier to troubleshoot, and allows you to remotely program your process.
It gives the ability to configure, monitor, and troubleshoot a rectifier over a great
distance. This new generation of advanced remote controls gives a user the ability to
select a specific controller for a specific process, with many standard options already
integrated.
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Chapter 6 ®)
MIL-STD-1553 Protocol in High Data oo
Rate Applications

6.1 Introduction

MIL-STD-1553 is a classical digital bus interface originally developed by the U.S.
air force specifically for military and avionics applications [1-3], but later on, it has
been opened for commercial applications. Currently, the standard has been widely
used by automation and avionics industries, due to its robustness, highly reliable
data transfer, and a strong market leader in command and control applications for the
last 30+ years [3-5]. Furthermore, the pervasiveness of MIL-STD-1553 is making
its way to adopt new applications in the future ranging all the way from military to
space, avionics, command, and control systems, providing high degree of interop-
erability [4], and consistent protocol reliability. Airbus is the world’s largest aircraft
manufacturer that has adopted the same standard for its modern flight control system
in A350 XWB aircraft [4], due to its reliability, robustness, and having 30+ years of
proven flight control experience. The objective of fieldbus in automation industry is
to reduce the number of wiring and reconfiguration at low cost [6]. Bringing 802.11
wireless LAN into automation industry leads to the concept of “wireless fieldbus”,
but the legacy standard did not guarantee the reliability, timeliness, and flexibility [6,
7]. The TCP/IP is an open communication standards, often preferable in flexible data
routing and reliable data transmission [8, 9] which do not guarantee the communica-
tion routing reliability in MIL-STD-1553. The main reason is that MIL-STD-1553
network architecture uses bus controller for routing and data control.
MIL-STD-1553 characteristics like high reliability, availability, fault tolerance,
and interoperability have made it a superior choice and well-suited solution in avion-
ics industry [3, 7, 9-11]. The Integrated Avionics Systems (IAS) is a complex flight
control system in modern fighter being able to collect, code, distribute, and store
air duty information during critical mission. MIL-STD-1553 provides efficient, low
cost, and lightweight means of multiplexing computers in modern military avionics
systems. These devices will communicate with aircraft internal subsystem efficiently
and reliably. According to [12], the wide acceptance of 1553 has become recognized
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as a general purpose bus adopted by various automation industries, besides avionics
for multiplexing computers. This standard is controlled by Automotive Society of
Engineer (SAE), continuously enhancing the standard performance for future mili-
tary avionics systems.

6.2 Related Works

MIL-STD-1553 is a digital time division multiple data bus primarily developed by
the U.S. air force [1, 5, 7, 9, 13] since its inception in 1973, and consciously under
revision for next-generation avionics systems as well as commercially available for
applications like international space stations, missiles, tanks, ships, and satellites
[1, 3,5, 7-9, 13]. Size and weight are the most critical factors in avionics indus-
try [1], and MIL-STD-1553 has been solving this challenging issue by minimizing
the point-to-point aircraft internal interconnection for the last 45 years, introducing
the real time flexibility. The success of digital fieldbus in automation and avionics
industry is mainly due to reduction of wiring (size, weight, power, and cost) and the
standard is continuously upgrading to completely eliminate the internal wiring, by
introducing wireless connectivity among components. Wireless medium (WLAN +
others wireless technologies) are strictly limiting the system reliability, efficiency,
and sensitive high-speed data communication in critical military, space, and avionics
applications [6]. IP core is a single intelligent, versatile chip capable of to implement
and control all of the three bus functionalities like initiating commands/response by
Bus Controller (BC), acknowledgement made by Remote Terminal (RT), and status
reporting by Bus Monitor (BM) [7, 8, 12, 14]. The data traffic of IAS [14] depends
on MIL-STD-1553B bus. The simulation result conducted using HDL (ALDEC)
shows that IP core has many advantages including error detection capability making
it highly reliable along with MIL-STD-1553.

In [8, 9], the IP datagram packets are encapsulated in MIL-STD-1553B data
message using IP over MIL-STD-1553 System (IPo1553 System), having backward
compatibility to legacy 1553 network. According to IPo1553, some of the devices
enabled by IPol1553 send and receive IP datagrams while others continue to
transmit the data using legacy 1 Mbps standard. The IPo1553 provides an additional
communication option to continuously deliver data using IP protocol along with
legacy 1553 standard. Paper [7] introduces hardware and software interface codesign
using BU-61580 and 32-bit SPARC V8 processor to achieve high reliability data
communication between 1553 Remote Terminal and Bus controller. Mass, volume,
and power consumption are three most important design factors for MIL-STD-1553
in aerospace applications [10]. The author introduces the design of 1553B bus
low power technologies, aiming to minimize the power consumption to improve
data communication efficiency and reliable data transfer. Performance analysis
for three low power technologies namely, 1553B protocol based on SOC chip,
RS485 transceiver, and infrared are compared and analyzed for mass, volume, and
power consumption so that each low power technology is well suited for specific
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applications. According to [10], the low power 1553B technology will be used in
one of the Chinese space mission and future satellites.

The degree of testing and simulation requirements of 1553 serial bus for efficiency
and data communication reliability is analyzed in [12]. The proper approach with
optimal trade-offs between total flexibility and cost must be evaluated to select proper
bus testing technique. Paper [15] proposes performance evaluation of high-speed
data rate over MIL-STD-1553 bus using Discrete Multitone Technology (DMT) on
existing 1553 standard. The system architecture uses FPGA transmitter and receiver
for verification and experimental assessment. The transmitted and received data files
of 250 MB (3500 bursts) and 1.4 GB (20,000 bursts) using 100 Mbps data rate
over MIL-STD-1553 bus are analyzed. Performance evaluation of designed system
improves the transmission of large volume of data continuously using high-speed
data rate. The improved high-speed transmission technique with bit error rate of 10~°
signifies the reliability of large volume of data transfer using 100 Mbps compared to
traditional 1 Mbps system.

MIL-STD-1553 feasibility study on network capacity analysis has been conducted
in [4] by Data Device Corporation (DDC), implementing the legacy system for high-
speed data communication resulting lower Bit Error Rate (BER). According to [4],
the actual high-speed data communication performance and bus reliability depends
on many factor such as bus length, stub length, number of devices connected to bus,
waveform signaling, and data encoding scheme.

6.3 MIL-STD-1553 Network Protocol Infrastructure

MIL-STD-1553 network architecture is the aircraft internal time division com-
mand/response multiplex data bus, widely accepted standard by military and avionics
currently running version B [8, 12, 13].

6.3.1 MIL-STD-1553 Hardware Elements

MIL-STD-1553 network architecture can be divided into four main components as
described in [2, 3, 13, 16].

Bus Controller (BC)

Remote Terminal (RT)

Bus Monitor (BM)

Transmission media/1553 bus cable.

The MIL-STD-1553 network architecture is depicted in Fig. 6.1 including BC,
RT, BM, primary bus, and optional secondary bus acting as a backup bus.
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6.3.1.1 Bus Controller

Bus Controller (BC) is responsible to initiate the command/response communication
[7, 8, 12, 17] over digital data bus. BC happened to be more than 1 in number, but
only one active BC is operational at any given time [8]. The remote terminals and
other system components connected to data bus are directed to receive commands
initiated by BC and response back as specified in message. The commands are either
related to data management/traffic control on data bus or directed to subsystems
(terminals) to response back as specified in the message. BC uses command/response
methodology to communicate over the bus acting as a bus regulator in MIL-STD-
1553 communication interface [5, 12].

6.3.1.2 Remote Terminal

The primary function of Remote Terminal (RT) is to send/receive communication
messages from BC, among RTs and subsystem components over the bus and up to
31 RTs can communicate over MIL-STD-1553 digital bus as in Fig. 6.1. RT receives
and decomposes messages directed from BC and RTs to respond accordingly. RT is
capable to detect transmission errors, performs the data validation tests once the data
is received and report data transmission status (failed/acknowledged/delayed). RT is
capable to initiate a response strictly in 12 s, once it is directed from BC although
it is not defined in the standard [8]. According to MIL-STD-1553, RT can be any
computer/component/control system connected to bus like aircraft navigational unit,
air traffic control computer, weapon control unit, or even simple PC connected to
bus can be considered as RT [12, 17].

6.3.1.3 Bus Monitor

Bus Monitor (BM) is one the most important elements of MIL-STD-1553 network
architecture with primary function are to collect and monitor the data transmission
over data bus. BM can be used for “off-line application” like flight test recording,
maintenance recording, and mission analysis [8, 17]. BM is also considered as bus
traffic recorder and error detector.



6.3 MIL-STD-1553 Network Protocol Infrastructure 77

78 Ohm

P ﬂ‘-’ Terminator

78 Ohm

Terminator

Fig. 6.2 MIL-STD-1553 network infrastructure real time

Table 6.1 Summary of data

. Application DOD avionics
bus requirements

Data rate 1 MHz
Word length 20 bits
Number of data bits/word 16
Transmission technique Half duplex
Operation Asynchronous
Encoding Manchester II bi-phase
Bus coupling Transformer
Bus control Single or multiple
Transmission media Twisted pair shielded

6.3.1.4 Transmission Media/1553 Bus Cable

Twisted shielded pair cable is acting as digital transmission bus connecting BC,
RTs, and BM through stub cables along with signal terminator of 78 € at both
ends. Transformer coupling and isolation resistors are introduced at terminal and on
bus to reduce noise and shorts [17]. The twisted pair cable acting as a digital data
bus preventing noise cancelation and shielding provides protection from external
electromagnetic interference, thus ensuring the data integrity [1]. Maximum number
of RTs connected to a single twisted pair data bus in MIL-STD 1553 are 31 [13,
17, 18].The entire MIL-STD-1553 physical network infrastructure [3] is depicted in
Fig. 6.2 and the MIL-STD-1553 bus requirements are summarized in Table 6.1 [17].
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Fig. 6.3 MIL-STD-1553 bus word format structure

6.3.2 MIL-STD-1553 Protocol Format

The sharing of information between devices connected to MIL-STD-1553B data bus
is called messages in 1553 protocol. 1553 messages are transmitted in three formats
namely, Command Word (CW), Status Word (SW), and pure Data Word (DW) [1,
7, 12]. The detailed word format structure is summarized for more illustration in
Fig. 6.3. CW and SW are control words controlling the data transfer mechanism and
DW is information word that should be shared among systems connected to data
bus [1]. The data encoding and decoding scheme are Manchester bi-phase allowing
transition at each bit level, making error detection easy for reliable protocol commu-
nication [13]. Due to lower error rate of one-word fault per 10 million words making
MIL-STD-1553 highly reliable protocol at an operational speed of 1 Mbps [8, 10].
Table 6.2 summarizes the MIL-STD-1553 network protocol characteristics.

6.3.3 Manchester Encoder/Decoder

MIL-STD-1553 uses Manchester bi-phase encoding scheme to encode the infor-
mation transmitted through data bus. The scheme is BW expensive, and yet MIL-
STD-1553 Manchester bi-phase encoder and decoder are inevitable part of military,
avionics, and space applications providing the following key benefits [1] as:

e The timing and clock information can be easily extracted and recovered from
encoded data.
e Encoding scheme is immune to channel noise and inter-symbol interference (ISI).
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Table 6.2 MIL-STD-1553B network protocol characteristics

Item Description

Data rate 1 Mbps

Data bits/word 16 bits

Message length Max 32 data words
Transmission technique Half duplex
Operation Asynchronous
Protocol Command/response

Fault tolerance

Typical dual redundant second redundant in the hot backup
status

Terminal types

Remote terminal (RT)
Bus controller (BC)
Bus monitor (BM)

Types of message transfer

BC to RT transfer
RT to BC transfer
RT to RT transfer
BC to RT (broadcast)
RT to RT (broadcast)
System control

Number of remote terminals

Max 31 RT

Data words/message

32 data words

Data word format

3 bits sync pattern
16 bits information
1 parity bit

Cable characteristics impedance

70-85 @

e Easy error detection capability of order 107'2, even a single bit error can be

detected.
e No DC component.

6.3.4 Quality Control Process

According to [19], the introduction of efficient Quality Control Process (QCP) in
avionics and automation industry is an important factor in equipment design and
the best solution for controlling equipment reliability. The four steps QCP of MIL-
STD-1553 architectural attribute quality control evaluation and assessment are as

follows:

Attribute description

Experimental observation, data collection and analysis
Scenario-based verification and validation.

L]
e Measurement methodology
L[]
(]
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Table 6.3 MIL-STD-1553 network quality attributes

Quality domain

Quality attribute

Sub-attributes

Performance — Data integrity — Error detection
— Information reliability — Data priority control
— Communication protocol — Network latency
overhead — Throughput
— System portability — Time synchronization
— Data bus scalability — Timeliness and data accuracy
— Supportability — Cost
— Information availability
— System delay time
Security — Communication protocol — Network latency
overhead — Cost
— Throughput
Bandwidth — Communication protocol — Network latency
overhead — Cost
— Throughput
Architecture — Data bus device interoperability | — Time synchronization

— System Portability

— Data bus access controllability
— Data bus scalability

— Data bus maintainability

— Supportability

— Timeliness and data accuracy
— Cost

List of MIL-STD-1553 quality attributes is categorized in tabular form in

Table 6.3.

The next-generation avionics and flight control systems are expected to be highly
Software/Hardware collaborative, operating at 200+ Mbps data rate. These systems
need to be efficient, cost-effective, reliable, and flexible in harsh environment. MIL-
STD-1553 is going to propose design variables must be considered during develop-

ment process as:

(1) Bus length

(2) Number of stubs

(3) Length of stubs

(4) Location of stubs

(5) Number of remote terminals
(6) Bus encoding scheme



6.4 Comparative Analysis of High-Speed Data Bus Technologies 81

6.4 Comparative Analysis of High-Speed Data Bus
Technologies

6.4.1 Traditional MIL-STD-1553 Architecture

MIL-STD-1553 is still a well-suited time division multiplex digital interface for
most of the avionics and flight control applications, but each networking technology
is selectively decided for certain domain of avionics, not a single technology is con-
sidered “best” for all applications [11]. The standard 1553 operates at 1 Mbps still
usable for most applications, but emerging high-speed avionics application requires
more than 1 Mbps data rate. Once the high-speed applications are in field operation,
the data reliability, error control, efficiency, and flexibility comes up in consider-
ation to support the legacy standard, to deliver consistent optimal solution. Two
revolutionary approaches are investigated and comparatively analyzed to support the
legacy standard (MIL-STD-1553) regarding increased BW efficiency, reliable high-
speed data communication, interface flexibility, and performance [3, 5]. In some
applications, optimal trade-offs between multiple technologies are preferred. MIL-
STD-1553 protocol architectural layers are summarized in Table 6.4.

6.4.2 HyPer-1553TM Data Bus Technology

6.4.2.1 Overview

HyPer-1553TM data bus technology has been implemented by Device Data Corpo-
ration (DDC) transmitting data at much higher data rate (>1 Mbps), over the existing
MIL-STD-1553 bus by setting up two goals [3], namely:

e HyPer-1553™ technology enables high-speed communication over the existing
MIL-TD-1553 cable.

e HyPer-1553™ technology enables high-speed communication at 5 Mbps over the
existing MIL-STD-1553 cable and peacefully coexists with legacy 1 Mbps bus
cable with no interference.

This new technology helps increase BW between subsystems heavily used in
network-centric operations and sensor fusion applications.

Data Device Corporation (DDC) [3, 5, 11, 17, 19] has conducted a series of
research studies in real time to implement emerging high-speed data rate (BW expen-
sive) avionics flight control applications, in which the legacy MIL-STD-1553 stan-
dard of 1 Mpbs can peacefully co-exist up to 200 Mbps data rate, and yet the standard
has a high degree of reliability to scale up to 200+ Mbps in the near future. HyPer-
1553TM technology combine’s multi-drop bus topology being used for middle-speed
networks (from 10 Mbps up to 100 Mbps). Multi-drop bus is cost effective, low-speed
network topology using Frequency Division Multiplexing (FDM) to allow concurrent
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Table 6.4 Traditional MIL-STD-1553 protocol architectural features

Architectural layer Architectural features

Physical layer * Transformer coupling

This architectural feature of MIL-STD-1553 serves two purposes:

1. Galvanic isolation

2. Impedance matching

Transformer coupling benefit the aircraft flight control system from
electromagnetic interference and lightening in harsh environment.
Transformer coupled bus minimizes waveform reflections and signal
attenuation

* Multi-drop linear bus topology

The aim of multi-drop linear bus topology tends to lower cost, lower
complexity and lower weight

* Bus coupler

This architectural feature reduces waveform reflections resulting robust
physical layer

* Fault isolation

Fault isolation through series of resistors

Protocol layer * Highly balanced command/response and deterministic interface
* Real time control functions and error detection capability

* 1553 periodic data transfer bus

e MIL-STD-1553 increase transmission accuracy

» MIL-STD-1553 protocol gets lower delay and jitter

Reliable data link layer | ¢ MIL-STD-1553 command/response acknowledgment facility for

retransmission combines with error detection

Small payload size (64 bytes)

* Dual redundant multi-drop bus topology has been used for systems
requiring high reliability

* Time synchronization in MIL-STD-1553 enable reliable data transfer

low-speed and high-speed data communication over MIL-STD-1553 cable. Multi-
drop bus eliminates active hubs and switches significantly reducing size, weight,
power, and cost. HyPer-1553TM technology can provide solutions for efficient and
reliable high-speed communication on multi-drop bus using advanced signaling and
filtering techniques. The high-speed data rate communication depends heavily on
the length of bus, number of stubs, and stub length. HyPer-1553TM technology is
scalable and flexible approach by adding high data rate applications, sharing the
same cable without interfering with the legacy 1 Mbps interface.

6.4.2.2 Test Result Analysis

DDC has conducted 2 h onboard flight demonstration, testing HyPer-1553™ digital
bus using USAF F-15 El1 strike eagle fighter in December 2005 [3]. The imagery data
was transmitted between rugged computer in the forward avionics bay and weapon
mounted on wing pylon station. During the test, the team was successful to transmit
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the data at a rate of 40 Mbps over legacy MIL-STD-1553 bus in parallel with MIL-
STD-1553 1 Mbps for 2 h. The team also transferred data at rate of 80 and 120 Mbps
on second 1553 bus dedicated to high speed. The received high-speed imagery data
was error free validating the HyPer-1553™ Multi-drop bus reliability, efficiency,
and flexibility over legacy MIL-STD-1553 1 Mbps cable.

6.4.3 Turbo 1553 Approach

6.4.3.1 Overview

MIL-STD-1553 has a well-established set of design guidelines for a network oper-
ating at 1 Mbps. In addition to over 30 years of in-service history, there is a strong
analytical foundation for these guidelines which is well documented in MIL-HDBK-
1553A. The key design variables in a 1553 network are bus length, number of stubs,
location of stubs, and length of the stubs. The concepts defined in the standard and
the handbook can be extended to data rates above 1 Mbps. The question becomes
what impact would a higher data rate have on these design variables and the resulting
performance of the network.

The first step toward an implementation of Turbo 1553 is to understand the impact
of higher frequency on attenuation and phase distortion. Attenuation impacts the
amplitude of the signal that is presented to the receiver, and as such impacts the
resulting Signal-to-Noise Ratio (SNR). SNR is a key benchmark in defining the
throughput capacity and Bit Error Rate (BER) of a network. Phase distortion, also
referred to as jitter or zero crossing error, impacts the relative timing of pulses which
in turn can lead to problems with inter-symbol interference which also has an impact
on the bit error rate of the receiver. MIL-STD-1553 test network settings for Turbo-
1553 (Scenario 1, Scenario 2) are summarized in Table 6.5.

6.4.3.2 Test Result Analysis

Turbo-1553 test network experimental setup is illustrated in Fig. 6.4 to evaluate MIL-
STD-1553 bus interface running at higher speed (>1 Mbps). The length of the bus is
460 feet with 10 interconnecting stubs ranging in length from 1 foot to 5 feet with
terminal impedance of 78 2 is given for illustration. Communication was tested
between 1553 bus controller (1553-BC-Terminal 1) and 1553 Remote Terminals
(1553-RT-2, 1553 RT-3, and 1553 RT-4). Two test network scenarios, one describing
Turbo-1553 with 10 interconnecting stubs and second with no stubs are tested and
compared. Two Turbo-1553 network scenarios are tested and compared in terms of
generated frequency response and corresponding phase distortion running at 5 Mbps.

Frequency response of 460 feet cable with 10 interconnecting stubs versus 460 feet
cable with no stubs is measured as illustrated in Fig. 6.5. From Fig. 6.5, it is clear
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Table 6.5 Turbo-1553 test network settings

Test settings Turbo-1553 scenario 1 | Turbo-1553 scenario 2 | HyPer-1553
Data rate 5 Mbps 5 Mbps 100+ Mbps
Bus length 460 feet 460 feet
Stub length 1-5 feet 1-5 feet
Number of 10 stubs 0 stubs
interconnected stubs
BC Terminal-1 Terminal-1
RT RT-2, RT-3, RT-4 RT-2, RT-3, RT-4
Signal loss 12.6 dB 12.6 dB
Stub voltage 1.4v P-P 1.4v P-P
Transmitter voltage 6 V minimum 6 V minimum
Attenuation RT-2: least
RT-3: moderate
RT-4: most
Phase distortion RT-2: largest due to reflection

RT-3: moderate due to reflection
RT-4: largest due to dispersion

MIL-STD-1553 78 Q
terminator
1553 BC 1553 RT 1553 RT
(Terminal #1) (Terminal 82) {Terminal #4)
15 foet Bus 1-5 fet 1-5 faet 15 feet
S 5 foet Couplers Stent
10 feet 10 feet - ~ 10 feet 10 feet 10 feet
A - 4
Feot
170 1553 RT
78 Ohm Seope Foet (Terminal #3) 78 Ohm
Termintor 5 feat Termintor
10 fost 10 feat
1.5 feet 1-5 feet

Fig. 6.4 Turbo-1553 network experimental setup

that at higher frequencies, the signal attenuation will be more in cable with 10 stubs
as compared to the one having no stub.

The similar test experiment has been conducted by DDC using 300 feet cable, and
corresponding frequency response ranging from 300 kHz to 10 MHz is generated as
shown in Fig. 6.6. The test result shows that the observed signal attenuation of —2 dB
at 1 MHz and —5 dB at 5 MHz, both are within the specified MIL-STD-1553 range
of 12.6 dB. The signal attenuation and phase distortion measured from three remote
terminals are well within the specified receiver range. The signal attenuation and
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Fig. 6.5 Frequency response of 300 feet of 1553 cable
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Fig. 6.6 Insertion loss of 460 feet cable and 460 feet bus from 300 kHz to 20.3 MHz

phase distortion are also affected by the number of stubs connected to bus and stub
length. The test result shows that bus controller was communicating with Remote
Terminals efficiently and reliably in high-speed applications.

6.4.4 Tools for Testing and Simulation

Design testing and simulation is the most important phase of Product Development
Life Cycle (PDLC) and up to 80% of the total aircraft cost is set during the early phase
of development [16, 19]. The goal of MIL-STD-1553 bus testing and simulation is to
identify and mitigate the risk and architectural defects in order to ensure the product
reliability and quality assurance. The architectural defect/bugs removal process is
highly expensive once the product is launched for an operation in real time. So,
continuous integration testing and simulation during development phase are highly
preferable to control the equipment reliability [19]. MIL-STD-1553 testing levels
are described in [16], and testing level classifications are summarized in Table 6.6
with test description and type of scenario.



86

6 MIL-STD-1553 Protocol in High Data Rate Applications

Table 6.6 MIL-STD-1553 levels of testing

Testing level

Description

Scenario

Field/operational level
testing (high level testing)

Real time on board test to verify
and validate MIL-STD-1553
digital interface installed

HyPer-1553 bus testing (at
4 Mbps) 2 h onboard flight
USAF F15-E1 strike eagle
fighter in December 2005 [3]

System integration testing

Integrating MIL-STD-1553
system SW/HW components to
test bus interoperability,
scalability and flexibility to
ensure the overall system
reliability [20]

System integration testing of
KAIETS system model
including EVA card
MIL-STD-1553B card mission
computer [20]

Production testing

Testing unit func-
tions/component/operation/unit
level fault assurance [12]

Xilinx Spartan FPGA kit using
Xilinx ISA [13]

Design verification

Preproduction phase testing
model specification requirement
testing

ALTARICA [19] functional and
dysfunctional behavior for
component reliability

Developmental testing

Circuit level testing, low-level
design

ModelSim [13, 21]
Verilog HDL [1, 13, 15, 21]

VHDL [13, 21, 22]
OPNET and NS-2 [23]

6.5 Conclusions and Future Works

In this chapter, MIL-STD-1553 digital time division multiplex serial interface bus
is investigated for reliability and flexibility in high data rate applications. The stan-
dard has 40+ years of quality-controlled flight experience, lending itself as a proven
technology widely used in flight control and avionics applications. MIL-STD-1553
is an inexpensive technology by dramatically reducing the size, weight, power, and
cost in the last 10 years [19]. The traditional MIL-STD-1553 has been investigated
and analyzed for high data rate applications using 1553 derivative technologies such
as Turbo-1553 (50-100+Mbps) and HyPer-1553TM (5 Mbps). The resulting test
network analysis verifies that at higher data rate, the standard provides reliable data
transfer (error free) and flexible control over the existing legacy 1553 standard. The
next-generation avionics, space, automation, and digital control systems needs to
investigate optimal solution for high-speed data bus with high degree of compatibil-
ity to support MIL-STD-1553 [24, 25].

The next-generation avionics and flight control systems are predicted to support
large data files transfer, handling volumetric images, and videos transmission in
critical flight mission and finally providing abstract level Software/Hardware collab-
oration. The emphasis would be on high degree of digital data bus reliability, intel-
ligent error detection, bus access control, flexibility, and component supportability.
Next-generation Manchester bi-phase encoder and decoder design for high-speed
data communication would be preferable approach to improve the overall system
reliability.
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Chapter 7 ®)
Research and Design of 1553B Protocol e
Bus Control Unit

7.1 Introduction

The digital data bus MIL-STD-1553B was designed in the early 1970s to replace
analog point-to-point wire bundles between electronic instrumentation. The latest
version of the serial Local Area Network (LAN) for military avionics known as MIL-
STD-1553B was issued in 1978. After 30 years of familiarity and reliable products,
the data bus continues to be the most popular militarized network.

In avionics system, the 1553B interface board is an important part in the whole sys-
tem and it mainly integrates data in bus, share resources, coordination tasks, and fault-
tolerant reconstruction [1]. The technology of compatible with high-performance
general-purpose microcomputer and large-scale integrated circuits is widely applied
to complete interface communication from the 80s in our country. The bus controller
not only insures sending or receiving commands is correct, but also monitors the
bus status. Now, we must to adopt an expensive foreign 1553B protocol processor
in order to design BCU, the chapter introduces a new design method of 1553B pro-
tocol BCU (Bus Control Unit), the bus controller is an important component part
of the communication system, and the main hardware platform is the FPGA (Field-
Programmable Gate Array) chip called XC2V2000 of Xilinx company. Based on
in-depth study, 1553B bus transport protocols and foreign design method of chip,
and combined with popular EDA technology, the chapter designed successfully the
digital 1553B MIL-STD-BCU under the top-down design method, and proved to be
correct on self-designed experiment board also [2].
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7.2 1553B Protocol

7.2.1 Hardware Characteristics

The MIL-STD-1553B bus has four main elements:

e A bus controller that manages the information flow.

e Remote terminals that interface one or more simple subsystems to the data bus
and respond to commands from the bus controller.

e The bus monitor that is used for data bus testing.

e Data bus components (bus couplers, cabling, terminators, and connectors). Data
is sequentially transmitted and received in a multiplexing scheme over two copper
wires from computer to computer at a rate of 1 megabit per second.

7.2.2 Encoding

The data encode shall be Manchester Il bi-phase level. A logic one shall be transmitted
as a bipolar coded signal 1/0 (i.e., a positive pulse followed by a negative pulse). A
logic zero shall be a bipolar coded signal 0/1 (i.e., a negative pulse followed by a
positive pulse). A transition through zero occurs at the midpoint of each bit time.
The transmission bit rate on the bus shall be 1.0 megabit per second. The command
sync waveform shall be an invalid Manchester waveform. The width shall be three-
bit times, with the sync waveform being positive for the first one and one-half bit
times, and then negative for the following one and one-half bit times. If the next bit
following the sync waveform is a logic zero, then the last half of the sync waveform
will have an apparent width of two clock periods due to the Manchester encoding.

7.2.3 Word and Message

The word formats include the command, data, and status words. The word size
shall be 16 bits plus the sync waveform and the parity bit for a total of 20 bits
times. A command word shall be comprised of a sync waveform, remote terminal
address field, transmit/receive (TIR) bit, sub-address/mode field, word count/mode
code field, and a Parity (P) bit. A data word shall be comprised of a sync waveform,
data bits, and a parity bit. A status word shall be comprised of a sync waveform, RT
address, message error bit, instrumentation bit, service request bit, three reserved bits,
broadcast command received bit, busy bit, subsystem flag bit, dynamic bus control
acceptance bit, terminal flag bit, and a parity bit. For optional broadcast operation,
transmission of the status word shall be suppressed. The messages transmitted on the
data bus includes bus controller to remote terminal transfers, remote terminal to bus
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controller transfers, remote terminal to remote terminal transfers, mode command
without data word, mode command with data word (transmit), mode command with
data word (receive), and optional broadcast command [3].

7.2.4 Hierarchical Division

The communication system consists of physical layer (PHY), Data Link Layer
(DLL), transport layer, and application layer.

e PHY: Provide communications medium, the upper management of physical media
stream transmission, to ensure the required transmission characteristics with
1553B information bits sent to the data link layer.

e DLL: In order to transmit reliable, the layer defines the data order in accordance
with 1553B protocol, and detects communication errors and reports to transport
layer on time.

e Transport Layer: Query and transmit nodes messages, handle errors, and switch
channels.

e Application Layer: Services facilitate communication between software applica-
tions and lower layer network services so that the network can interpret an applica-
tion’s request and, in turn, the application can interpret data sent from the network
[4-8].

7.3 BCU Design

BCU is the only bus device in the transmission system, responsible for scheduling the
data in the bus, and sending control commands to other terminals [9]. BCU functions
is as follows:

e Receiving Data Words: The function includes simulating receiver, synchronous
detection, makes conversion between parallel data and serial data, Manchester
code detection, parity, bit/word count, and so on.

e Sending Data Words: The function includes generating CLK and sync waveform,
encoding, controlling sending, and so on.

e Handling Words/Messages: The function includes decoding command words,
receiving and decoding status words, producing interruptions, and detecting errors.

BC Logical structure based on FPGA is shown in Fig. 7.1 and BC workflow is
shown in Fig. 7.2.
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Fig. 7.1 BC logical structure on FPGA

7.

3.1 Decoding Unit

When the bus interface board receiving serial data, FPGA getting the data by sim-

ul
it

ation transceiver also, and searching sync waveform at the same time, if success,
begins to detect Manchester II encode, parity, and bit/word count, etc., finally, the

handled 16-bit parallel data can be decoded by post-processing modules [8].

Sync waveform detection of command words and state words: With input fre-
quency of 12 MHz, after resetting state machine, the system prepares to detect
sync waveform, and when the bus data state from inactive turned into active, it
starts to detect sync waveform of command words and status words. The 1553B
protocol is specified as sync waveform is composed of 1.5 ps by the high level
and 1.5 us low level, and also defines there has a new command word or a state
word when sampled continuous 18 high level and 18 low levels. Because of all
kinds of interferences in bus, low level cannot be turned into high level in time,
often take some time. We can’t get the waveform with ideal steep rise along too,
so both the number of high level and low level shouldn’t be 18, but 14 and 16 in
the chapter.

Decode: As shown in Fig. 7.3, the 12 MHz frequency is split six equal copies
first, and sample with the 2 MHz frequency. We will get two sample data at one
quarter and three-quarters position of each cycles, then judge whether the code is
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e Parity: The last bit in the word shall be used for parity over the preceding 16 bits.
Odd parity shall be utilized. If it is not correct, should be set PARITY_ERR =1,
and send the message to other relevant modules.

e Sync waveform detection of data words: The data sync waveform shall be an invalid
Manchester waveform. The width shall be three-bit times, with the waveform being
negative for the first one and one-half bit times, and then positive for the following
one and one-half bit times. Note that if the bits preceding and following the sync
are logic ones, then the apparent width of the sync waveform will be increased to
four-bit times.

7.3.2 Data Encode Unit

The data encode shall be Manchester Il bi-phase level. A logic one shall be transmitted
as a bipolar coded signal 1/0 (i.e., a positive pulse followed by a negative pulse). A
logic zero shall be a bipolar coded signal 0/1 (i.e., a negative pulse followed by a
positive pulse). A transition through zero occurs at the midpoint of each bit time.
The unit function includes non-RZ (NRZ) code tum into Manchester code, sync
waveform encode, make a parity bit, and parallel/serial conversion.

The encode process is as follows: (1) make a sync waveform, (2) parallel/serial
conversion, (3) make a parity bit, and (4) encode the 16 data bits and a parity bit.
With the input frequency of 12 MHz, when TX-CSW is true, place a sync waveform
bits in front of valid data bits in the command word, and encode by Manchester
encoding.

7.3.3 Command Words Decode Unit

As one part of decoding unit, its main function is to decode sent command words and
received returned status words by RT in BC mode, and send control commands to
other units. The unit workflow includes set MODE = “00 (“00”:BC mode, “01”:RT,
“10”:MT) before send message, compute RT address, sub-address, message type,
send word count, address in decoder, the initial address, and address selection signal
in light of 1553B protocols. In addition to, the next step is necessary also, that getting
control commands accord with read data from RAM or wrote RAM.

7.3.4 Send Control Unit

The main function is to get data for sending of encoder, determine the start-time
for sending data to RT, and make sync waveform. The unit workflow includes load
command words for encoding to encoder, output synchronizing single at the same
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time, and judge whether there are data words for sending behind command words, if
s0, beginning to encode and send the data, otherwise, the work status turns into idle.

7.3.5 Status Words Receive Control and Decode Unit

A status word shall be comprised of a sync waveform, RT address, message error
bit, instrumentation bit, service request bit, three reserved bits, broadcast command
received bit, busy bit, subsystem flag bit, dynamic bus control acceptance bit, terminal
flag bit, and a parity bit. The main function is to determine whether continue receive
bus data according to the output parameters that are set by operational mode and
input signals. Through decoding status words that RT returned, we may know the
system working status in BC mode.

The unit workflow as follows, first, determined whether the data is status words
according to sync waveform flag of decode unit. Second, it needs to determine
whether the RT address is correct according to the first five bits of a status word, if it
is not, should be set RTADDR-ERR =1, otherwise, decode status words. Finally, it
will receive data words behind of status words under the control of command words.

7.3.6 Address Decode Unit

The main function is to decode address in command words decode unit, load data,
initial address, initial data words counter, and initial RX-RDY, TX-RDY. It is note-
worthy that the initial RAM address as input is computed by RT address list in
command words, where there is an RT address, there is a buffer in RAM, and the
value equal to the start position of allocating buffer in RAM.

Under the control of the address signal, initialize address first, then receive or
send data words and plus one to the address according to feedback of signals come
from the encode/decode unit, until all data have received or sent. The operation will
be triggered by the data ready signal of RX-RDY and TX-RDY. Because the time of
generating the address signals is later than the ready signals, so the operation is only
triggered after a certain delay.

7.3.7 Send Overtime Detection Unit

We can grasp the time of send data easily, according to the interval between send and
receive message. There is a counter for monitoring the output of diver, if the value
is greater than 800 ws when sending data, it will stop to send and encode, generate
overtime signals for resetting finally.
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7.3.8 Error Detection Unit

In order to ensure the communication system is reliable, we will adopt the Automatic
Repeat Request (ARQ) protocols. The chapter introduces a new detection method
for finding errors, named as software design approach. The main function is to check
encode/decode data adopting the technology, determine the RT response overtime,
detect word count, and generate errors interrupts.

e Word Count Detection: The main function is to check the number of sent data
words, the number of received data words, and control the count of words by the
positive and negative value of Manchester.

e RT Response Overtime: The main function is to determine whether status words
are received in time after send command words or data words. At the same time,
it also determines the time of RT return status words.

e Generate Interrupts: Set INT 1 = 1 accord to error types such as parity error, counter
error, RT response overtime, RT address error, etc.

7.3.9 DSP Communication Interface

The chapter introduces a main processor named as ADSP-21161. By using the par-
allel communication interface, we completed information exchange and data storage
between the main processor and the protocol chip on the address bus, the data bus
and the control bus.

e Parallel Communication: The main function is to control the communication
between protocol modules and DSP, it includes data signal, address signal,
WRIRD, and MSO-MS3 of DSP.

e Storage Interface: It provide interfaces between reading/writing signal in the chip
and visiting signal in DSP, and avoid access conflict on reading or writing at the
same time under the control of priority.

e Dual Port RAM: It provides a buffer in the chip, and adopts the 2K x 16 RAM in
the chapter.

7.4 Logic Emulation

The chapter introduces the simulation process and analysis of simulation result about
reading or writing to CPU, state transition of controller and protocol state machine.
Figure 7.4 shows sending command words to RT and receiving returned status words
of RT.
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Fig. 7.4 The simulation result of sending a command word

7.5 Conclusions

In this chapter, the 1553B protocol BCU is designed successfully based on the deep
research for 1553B protocol. The design method shows both a good grasp of design
planning and focused on technical details. The results of the simulation show the
effectiveness of this method.
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Part 11
Industrial Wireless Sensor Networks

Part II of the book titled Industrial Wireless Sensor Networks includes 11 research
proposals analyzing and evaluating Industrial Wireless Sensor Networks (IWSN) in
terms of wireless technology. Such aspect is highlighted by key points composed of
Medium Access Control (MAC) mechanisms, wireless communication standards
for industrial field. In additions, applications of such networks from environmental
sensing, condition monitoring, and process automation applications are specified.
Designing appropriate networks is based on the specific requirements of applica-
tions. It points out the technological challenges of deploying WSNs in the industrial
environment as well as proposed solutions to the issues. An extensive list of IWSN
commercial solutions and service providers are provided, and future trends in the
field of IWSNs are summarized.



Chapter 8 ®)
An Overview on Wireless Sensor Check for
Networks

8.1 Introduction

A wireless sensor network (WSN) can be generally described as a network of
nodes that cooperatively sense and may control the environment enabling interaction
between persons or computers and the surrounding environment [1]. On one hand,
WSNs enable new applications and thus new possible markets; on the other hand, the
design is affected by several constraints that call for new paradigms [2, 3]. In fact, the
activity of sensing, processing, and communication under limited amount of energy,
ignites a cross-layer design approach typically requiring the joint consideration of
distributed signal/data processing, medium access control, and communication pro-
tocols [4]. WSNss have several common aspects with wireless ad hoc network [5] and
in many cases, they are simply considered as a special case of them. This could be
lead to erroneous conclusions, especially when protocols and algorithms designed
for ad hoc networks are used in WSN. For this reason, in Sect. 8.2, an appropriate
definition of WSN and discussion is provided.

In Sect. 8.3, the main application areas for WSNs are categorized according to
the type of information measured or carried by the network. Applications, on top
of the stack, set requirements that drive the selection of protocols and transmission
techniques; at the other end, the wireless channel poses constraints to the communi-
cation capabilities and performance. Based on the requirements set by applications
and the constraints posed by the wireless channel, the communication protocols and
techniques are selected. The main features in WSNs are described in Sect. 8.4. Specif-
ically, the design of energy-efficient communication protocols is a very peculiar issue
of WSNs, without significant precedent in wireless network history.

Generally, when a node is in transmitting mode, the transceiver drains much more
current from the battery than the microprocessor in active state or the sensors and the
memory chip. The ratio between the energy needed for transmitting and for process-
ing a bit of information is usually assumed to be much larger than one (more than 100
or 1000 in most commercial platforms). For this reason, the communication protocols
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need to be designed according to paradigms of energy efficiency, while this constraint
is less restrictive for processing tasks. Then, the design of energy-efficient commu-
nication protocols is a very peculiar issue of WSNs, without significant precedent in
wireless network history. Most of the literature on WSNs deals with the design of
energy-efficient protocols, neglecting the role of the energy consumed when process-
ing data inside the node, and conclude that the transceiver is the part responsible for
the consumption of most energy. On the other hand, data processing in WSNs may
require consuming tasks to be performed at the microprocessor, much longer than
the actual length of time a transceiver spends in transmit mode. This can cause a sig-
nificant energy consumption by the microprocessor, even comparable to the energy
consumed during transmission, or reception, by the transceiver. Thus, the general
rule that the design of communication protocol design is much more important than
that of the processing task scheduling is not always true.

8.2 Wireless Sensor Networks

A WSN can be defined as a network of devices, denoted as nodes, which can sense
the environment and communicate the information gathered from the monitored field
(e.g., an area or volume) through wireless links [6, 7]. The data is forwarded, possibly
via multiple hops, to a sink (sometimes denoted as controller or monitor) that can
use it locally or is connected to other networks (e.g., the internet) through a gateway.
The nodes can be stationary or moving. They can be aware of their location or not
and they can be homogeneous or not.

This is a traditional single-sink WSN (see Fig. 8.1, left part). Almost all scientific
papers in the literature deal with such a definition. This single-sink scenario suffers
from the lack of scalability: by increasing the number of nodes, the amount of data
gathered by the sink increases and once its capacity is reached, the network size
cannot be augmented. Moreover, for reasons related to MAC and routing aspects,
network performance cannot be considered independent from the network size.

A more general scenario includes multiple sinks in the network (see Fig. 8.1,
right part) [8]. Given a level of node density, a larger number of sinks will decrease
the probability of isolated clusters of nodes that cannot deliver their data owing to
unfortunate signal propagation conditions. In principle, a multiple-sink WSN can be
scalable (i.e., the same performance can be achieved even by increasing the number
of nodes), while this is clearly not true for a single-sink network [9].

However, a multi-sink WSN does not represent a trivial extension of a single-
sink case for the network engineer. In many cases nodes, send the data collected
to one of the sinks, selected among many, which forward the data to the gateway,
toward the final user (see Fig. 8.1, right part). From the protocol viewpoint, this
means that a selection can be done, based on a suitable criteria that could be, for
example, minimum delay, maximum throughput, minimum number of hops, etc.
Therefore, the presence of multiple sinks ensures better network performance with
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Fig. 8.1 Left part: single-sink WSN. Right part: multi-sink scenario

respect to the single-sink case (assuming the same number of nodes is deployed over
the same area), but the communication protocols must be more complex and should
be designed according to suitable criteria.

8.3 Network Topologies of Wireless Sensor Networks

To help our discussion about Wireless Sensor Networks, we refer the reader to
Fig. 8.2, which depicts a simple star network consisting of six nodes. Using IEEE
802.15.4 terminology, this collection of nodes is termed a PAN; and it is assumed to
span a small (G 10 m) geographical area. Additionally, there are two types of nodes
defined in the standard; a Full-function device (FFD) and a Reduced function device
(RFD). From the PAN control and multiple-access point of view, an FFD contains the
software that enables PAN initiation, network formation, and control of the wireless
channel for multiple accesses among the RFDs.

An FFD is commonly referred to as a “coordinator” due to its ability to provide
the above functions. In the figure, the FFD node is depicted in the center of the PAN
while the RFD nodes are shown surrounding the coordinator. The arrows indicate
that the RFD devices are logically associated with the coordinator and rely on it for
multiple-access services and data transport.
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Fig. 8.2 A simple sensor
network with a star topology

@ FFD/Coordinator

Fig. 8.3 Sensor network
with a tree topology

@ FFD/Coordinator

@ ro

Figure 8.3 shows another example of a sensor network topology, typically referred
to as a tree network. In this figure, we again consider both FFD and RFD devices as
in Fig. 8.2.

The tree network can be viewed as an amalgamation of star networks (depicted
by the dashed circles) where the star networks are connected together by linking
the FFDs in each star together. Note here that data may need to be routed through
multiple hops if devices want to communicate outside of their local star network.
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Fig. 8.4 Sensor network
with a mesh topology

@ FFD/Coordinator
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A third topology to consider is a mesh topology, which is similar to the multi-hop
tree topology but with the addition of multiple links among the devices. (In a tree
network, there exists only one path between any two devices.) The mesh topology
in Fig. 8.4 provides reliability to the network in the form of redundant paths among
the devices so, in the event of device or link failure, data may be rerouted.

8.4 Applications of WSNs

The variety of possible applications of WSNs to the real world is practically unlim-
ited, from environmental monitoring, health care, positioning and tracking, to logis-
tic, localization, and so on. A possible classification for applications is provided
in this section. It is important to underline that the application strongly affects the
choice of the wireless technology to be used. Once application requirements are set,
in fact, the designer has to select the technology which allows to satisfy these require-
ments. To this aim the knowledge of the features, advantages and disadvantages of
the different technologies is fundamental.
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8.4.1 Application Classification

One of the possible classifications distinguishes applications according to the type of
data that must be gathered in the network. Almost any application, in fact, could be
classified into two categories: event detection (ED) and Spatial Process Estimation
(SPE).

In the first case, sensors are deployed to detect an event, for example, a fire in a
forest, a quake, etc. [10]. Signal processing within devices is very simple, owing to
the fact that each device has to compare the measured quantity with a given threshold
and to send the binary information to the sink(s). The density of nodes must ensure
that the event is detected and forwarded to the sink(s) with a suitable probability
of success while maintaining a low probability of false alarm. The detection of the
Phenomenon of Interest (POI) could be performed in a decentralized (or distributed)
way, meaning that sensors, together with the sink, cooperatively undertake the task of
identifying the POI. However, unlike in classical decentralized detection problems,
greater challenges exist in a WSN setting. There are stringent power constraints for
each node, communication channels between nodes and the fusion center are severely
bandwidth-constrained and are no longer lossless (e.g., fading, noise and, possibly,
external sources of interference are present), and the observation at each sensor node
is spatially varying. In the context of decentralized detection, cooperation allows
the exchange of information among sensor nodes to continuously update their local
decisions until consensus is reached across the nodes.

In SPE, the WSN aims at estimating a given physical phenomenon (e.g., the
atmospheric pressure in a wide area, or the ground temperature variations in a small
volcanic site), which can be modeled as a bi-dimensional random process (generally
nonstationary). In this case, the main issue is to obtain the estimation of the entire
behavior of the spatial process based on the samples taken by sensors that are typi-
cally placed in random positions [11]. The measurements will then subject to proper
processing which might be performed either in a distributed manner by the nodes, or
centrally at the supervisor. The estimation error is strictly related to nodes density as
well as on the spatial variability of the process. Higher node density leads to a more
accurate scalar field reconstruction at the expense of a larger network throughput and
cost.

There exist also applications that belong to both categories. As an example, envi-
ronmental monitoring applications could be ED- or SPE-based. To the first category
belong, for example, the location of a fire in a forest, or the detection of a quake, etc.
(see Fig. 8.5). Alternatively, the estimation of the temperature of a given area belongs
to the second category. In general, these applications aim at monitoring indoor or
outdoor environments, where the supervised area may be few hundreds of square
meters or thousands of square kilometers, and the duration of the supervision may
last for years. Natural disasters such as floods, forest fires, and earthquakes may be
perceived earlier by installing networked embedded systems closer to places where
these phenomena may occur. Such systems cannot rely on a fixed infrastructure and
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Fig. 8.5 Event detection application

have to be very robust, because of the inevitable impairments encountered in open
environments.

The system should respond to environment changes as quick as possible. The envi-
ronment to be observed will mostly be inaccessible by the human all the time. Hence,
robustness plays an important role. Also, security and surveillance applications have
some demanding and challenging requirements such as real-time monitoring and
high security.

Another application that could belong to both the above-defined categories is
devoted to the realization of energy-efficient buildings. In this application, in fact,
sensor nodes could aim at estimating a process (SPE), but also events (ED). In this
case, the WSN is distributed in buildings (residential or not) to manage efficiently
the energy consumption of all the electric appliances. Consequently, nodes have
to continuously monitor the energy consumed by all appliances connected to the
electrical grid. Therefore, sensors have to estimate a process, that is the energy
consumption which varies with time, but in some cases, they could be used to detect
some events. As an example, sensors could detect the arrival of a person in a room
to switch on some electrical appliances.

8.4.2 Examples of Application Requirements

Due to the wide variety of possible applications of WSNs, system requirements
could change significantly. For instance, in the case of environmental monitoring
applications, the following requirements are typically dominant: energy efficiency,
nodes are battery powered or have a limited power supply; low data rate, typically
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the amount of data to be sensed is limited; one-way communication, nodes act only as
sensors and hence the data flow is from nodes to sink(s); wireless backbone, usually
in environmental monitoring no wired connections are available to connect sink(s)
to the fixed network.

Significantly different are the requirements of a typical industrial application
where wireless nodes are used for cable replacement: reliability, communication
must be robust to failure and interference; security, communication must be robust
to intentional attacks; interoperability, standards are required; high data rate, the
process to be monitored usually carries a large amount of data; two-way commu-
nication, in industrial applications nodes typically act also as actuators and hence
the communication between sink(s) and nodes must be guaranteed; wired backbone,
sinks can be connected directly to the fixed network using wired connections.

Even if requirements are strongly application dependent, one of the most impor-
tant issues in the design of WSNis, especially in such scenarios where power supply
availability is limited, is energy efficiency. High energy efficiency means long net-
work lifetime and limited network deployment and maintenance costs. Energy effi-
ciency can be achieved at different levels starting from the technology level (e.g., by
adopting low consumption hardware components), physical layer, MAC, and routing
protocols up to the application level. For example, at physical and MAC layers, nodes
could operate with low duty cycle by spending most of their time in sleeping mode
to save energy. This poses new problems such as that nodes may not wake up at the
same time, due to the drifts of their local clocks, thus making the communication
impossible.

The key requirements for transceivers in sensor networks are given in ZigBee.

e Low cost: Since a large number of nodes are to be used, the cost of each node must
be kept small. For example, the cost of a node should be less than 1% of the cost
of the product it is attached to.

e Small form factor: Transceivers’ form factors (including power supply and
antenna) must be small so that they can be easily placed in locations where the
sensing actually takes place.

e Low energy consumption: A sensor usually has to operate for several years with
no battery maintenance, requiring the energy consumption to be extremely low.

Some additional requirements are needed to make the wireless sensor network
effective.

e Robustness: Reliability of data communication despite interference, small-scale
fading, and shadowing is required so that high quality of service (e.g., with respect
to delay and outage) can be guaranteed.

e Variable data rate: Although the required data rate for sensor networks is not
as high as multimedia transmissions, low data rates may be adequate for simple
applications while some other applications require moderate data rates.

e Heterogeneous networking: Most sensor networks are heterogeneous, i.e., there
are nodes with different capabilities and requirements. Typically, the network
has some full-function device (FFD) that collects data from different sensors,



8.4 Applications of WSNs 109

processes them, and forwards them to a central monitoring station. An FFD has
fewer restrictions with respect to processing complexity (as there are few FFDs,
cost is not such an important factor) and energy consumption (since an FFD is
usually connected to a permanent power supply). The sensor nodes themselves,
on the other hand, are usually reduced function devices (RFDs) with extremely
stringent limits on complexity and power consumption.

Apart from data communication, geolocation is another key aspect for many wire-
less sensor network applications. Normally, a number of nodes communicate their
sensing (measurement) results to each other and/or a control center. In many cases,
the control center or the receiving nodes need to know the exact location of the trans-
mitter. For example, when a fire sensor detects the fire, the control center not only
wants to know that there is a fire but also wants to know at which location. In a build-
ing automation system, a large number of sensors will be deployed with building
equipment. Any detected abnormal condition along with its location will help the
effort of diagnosis and maintenance significantly. Although some applications with
geolocation needs may elect to manually enter the device’s locations, many appli-
cations cannot afford either the time or cost associated with this practice. Location
information is also important because monitoring and control systems often perform
data analysis based on both spatial and temporal correlation from closely spaced
sensors [12].

8.5 Characteristic Features of Wireless Sensor Networks

In ad hoc networks, wireless nodes self-organize into an infrastructure-less net-
work with a dynamic topology. Wireless sensor networks share these traits, but also
have several distinguishing features. The number of nodes in a typical sensor net-
work is much higher than in a typical ad hoc network, and dense deployments are
often desired to ensure coverage and connectivity; for these reasons, sensor network
hardware must be cheap. Nodes typically have stringent energy limitations, which
make them more failure-prone. They are generally assumed to be stationary, but
their relatively frequent breakdowns and the volatile nature of the wireless channel
nonetheless result in a variable network topology. Ideally, sensor network hardware
should be power-efficient, small, inexpensive, and reliable in order to maximize net-
work lifetime, add flexibility, facilitate data collection, and minimize the need for
maintenance.

8.5.1 Lifetime

Lifetime is extremely critical for most applications, and its primary limiting factor is
the energy consumption of the nodes, which need to be self-powering. Although it is
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often assumed that the transmit power associated with packet transmission accounts
for the lion’s share of power consumption, sensing, signal processing, and even
hardware operation in standby mode consume a consistent amount of power as well.
Many researchers suggest that energy consumption could be reduced by considering
the existing interdependencies between individual layers in the network protocol
stack. Routing and channel access protocols, for instance, could greatly benefit from
an information exchange with the physical layer.

At the physical layer, benefits can be obtained with lower radio duty cycles
and dynamic modulation scaling (varying the constellation size to minimize energy
expenditure). Medium Access Control (MAC) solutions have a direct impact on
energy consumption, as some of the primary causes of energy waste are found at the
MAC layer: collisions, control packet overhead, and idle listening. Energy-efficient
routing should avoid the loss of a node due to battery depletion.

8.5.2 Flexibility

Sensor networks should be scalable, and they should be able to dynamically adapt to
changes in node density and topology, like in the case of the self-healing minefields.
In surveillance applications, most nodes may remain quiescent as long as nothing
interesting happens. However, they must be able to respond to special events that the
network intends to study with some degree of granularity. In a self-healing minefield,
a number of sensing mines may sleep as long as none of their peers explodes, but
need to quickly become operational in the case of an enemy attack. Response time
is also very critical in control applications (sensor/actuator networks) in which the
network is to provide a delay-guaranteed service.

8.5.3 Maintenance

The only desired form of maintenance in a sensor network is the complete or partial
update of the program code in the sensor nodes over the wireless channel. The
functioning of the network as a whole should not be endangered by unavoidable
failures of single nodes, which may occur for a number of reasons, from battery
depletion to unpredictable external events, and may either be independent or spatially
correlated. Fault tolerance is particularly crucial as ongoing maintenance is rarely an
option in sensor network applications. Self-configuring nodes are necessary to allow
the deployment process to run smoothly without human interaction, which should
in principle be limited to placing nodes into a given geographical area. Location
awareness is important for self-configuration and has definite advantages in terms of
routing and security. Time synchronization is advantageous in promoting cooperation
among nodes such as data fusion, channel access, or security-related interaction.
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8.6 Existing Technologies and Applications

Recently, most wireless sensor networks relied upon narrow-band transmission
schemes such as direct sequence or frequency hopping along with multiple-access
techniques such as carrier-sense multiple access (CSMA) carrier sense. For exam-
ple, the narrow-band direct-sequence spread spectrum (DSSS) PHY layer that is
currently used in conjunction with the ZigBee networking standard in the 2.4 GHz
band 2 employs a 2 Mchip per second code shift keying modulation to provide
250 kbits/s. ZigBee can be used for wireless control and monitoring solutions with-
out extensive infrastructure wiring. Wireless sensor networks using ZigBee can also
be used to monitor logistics assets and track the objects. However, location estimation
based on narrow-band DSSS can achieve accuracy on the order of several meters,
which is only slightly more accurate than traditional RFID. The main initial markets
of ZigBee are home, building, and industrial automation such as monitoring and
control of lights and HVAC, security in commercial buildings and home, industrial
monitoring and control, automatic meter reading, medical and health monitoring of
patients, equipment, and facilities.

Other candidate technologies for WSNs are the various forms of IEEE 802.11 or
WiFi. The IEEE ratified the initial IEEE 802.11 specification in 1997 as a standard for
wireless Local Area Networks (WLANSs). An early version of 802.11 (i.e., 802.11b)
supports transmission up to 11 Mbits/s. Subsequent mainstream WLAN standards are
802.11a and 802.11g, which achieve 54 Mbits/s. Most recently, the 802.11n standard
is under development to achieve more than 100 Mbits/s for high data rate applications
and IEEE 802.11s is developed for realizing mesh networking. WiFi is designed for
fast and easy networking of PCs, printers, and other devices in a local environment.
It can provide much higher data rates than ZigBee with a longer communication
distance per link. In addition, WiFi is a more mature technology and has been widely
adopted in various applications. However, its complexity and energy consumption
are much higher than that of ZigBee. For these reasons, WiFi technology has been
applied only to perform some particular functions in wireless sensor networks. In
many cases, it is used to collect sensor data for transmission over longer distance
with fixed power supply. In some industrial and hospital wireless network systems,
WiFi has also been used to monitor and locate facilities with an accuracy of several
meters.

Compared to narrow-band DSSS and WiFi, UWB offers significant advantages
with respect to robustness, energy consumption, and location accuracy. UWB spreads
the transmit signal over a very large bandwidth (typically 500 MHz or more). By using
alarge spreading factor, higher robustness against interference and fading is achieved.
The use of very short pulses in impulse radio transmission with careful signal and
architecture design results in very simple transmitters and permits extremely low
energy consumption. The average power consumption for UWB transceiver is about
30 mW which is similar to that of narrow-band ZigBee (2040 mW) and much lower
than 802.11g (500 mW-1 W).
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Table 8.1 Comparison of wireless technologies

2.4 GHz ZigBee 2.4 GHz WiFi UWB
Data rate Low, 250 kbps High, 11 Mbps for Medium, 1 Mbit/s
802.11b and mandatory, and up to
100 Mbps for 802.11n | 27 Mbps for 802.15.4a
Transmission distance | Short, <30 m Long, up to 100 m Short, <30 m
Location accuracy Low, several meters Low, several meters High, <50 cm
Power consumption Low, 2040 mW High, 500 mW-1 W Low, 30 mW
Multipath Poor Poor Good
performance
Interference resilience | Low Medium High with high
complexity receivers,
low with simplest
receivers
Interference to other | High High Low
systems
Complexity and cost | Low High Low-medium-high
are possible

The precision of ranging measurements, which form the basis of geolocation, is
proportional to the bandwidth that can be employed. Therefore, UWB also offers
considerable advantages for geolocation with submeter accuracy. Better than 15 cm
ranging accuracy and less than 50 cm location accuracy are achievable. Table 8.1
provides a comparison among the three abovementioned technologies [12].

8.7 Conclusions

Sensor networks offer countless challenges, but their versatility and their broad range
of applications are eliciting more and more interest from the research community
as well as from industry. Sensor networks have the potential of triggering the next
revolution in information technology. The aim of this chapter is to discuss some
of the most relevant issues of WSNs, from the application, design, and technology
viewpoints. For designing a WSN, in fact, the most suitable technology is needed
to define to be used and the communication protocols to be implemented (topology,
signal processing strategies, etc.).
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Chapter 9 ®)
Wireless Fieldbus for Industrial Geda
Networks

9.1 Introduction

The recent improvement of wireless communication networks has made possible
for using such networks at the lowest levels of factory automation systems, which
typically imposes severe requirements in terms of both real-time performance and
dependability. However, industrial plants represent a hostile environment due to the
presence of different noise sources. The presence of these noises can easily inflict
damages on the wireless information signals and creates erroneous interruptions
on the data transmitted. This chapter presents a survey and analysis of wireless
fieldbus in industrial environments. For industrial environment, reliability, and tight
timing requirements are difficult to satisfy by the specific properties of the wireless
communications.

Nowadays, wired communication networks are utilized in industrial plant environ-
ment. The environment is known as the field level and the pertinent communication
network is called Fieldbuses. In industrial network, the low level network connecting
with sensors and actuators plays an important role. The general industrial environ-
ment is composed of a number of sensors and actuators. They send sensed data to
base station by peer-to-peer. Fieldbuses create a real-time communication between
the controller and sensors/actuators. At this level, there are typically transmission
of limited amounts of data (tens of bytes or even less) between controllers and sen-
sors/actuators deriving from two functions: cyclic data exchange and acyclic data
handling. Fieldbus should be able to transmit a real-time periodic data for alarm
and network maintenance [1]. By these limitations, most existing Fieldbus based on
wired technology was introduced.

At this level, there is typically transmission of limited amounts of data (some tens
of bytes or even less) between controllers and sensors/actuators deriving from two
functions: cyclic data exchange and acyclic data handling. The cyclic data exchange
accounts for the periodic polling executed by controllers on the field devices in order
to transmit, for example, process values, set points, etc. In this case, the fundamental
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Fig. 9.1 Wireless Fieldbus

parameter is the jitter which is defined as the time variation with which the slaves are
polled. The acyclic data handling function allows for the exchange of critical data such
as, for example, those deriving from alarm situations. In this case, the fundamental
parameter is the latency, defined as the time required for the actual transmission of the
acyclic data to the destination. Both functions have to be performed with very tight
timing constraints (at present, Fieldbuses may be requested to work with both periods
and latencies in the order of milliseconds). Industrial environment represents a series
of specific conditions such as high electromagnetic noises, recently, however, along
with the impressive growth of wireless LAN, networks like these have become parts
of the suitable communication systems. Thus, it is very likely that the use of wireless
networks will be enhanced in factories communication systems in the near future.
Owning to the recent advancements in wireless technology, the wireless network has
been integrated to an existing Fieldbus system [2]. The Wireless Fieldbus has much
strength on mobility, easy installation and maintenance. In general, the industrial
environment should be error-prone and reliable. Therefore, it is important to design
a wireless Fieldbus system that can support many nodes and guarantee real-time data
transmission as shown in Fig. 9.1.

In Table 9.1, there are shown wired/wireless Fieldbus such as PROFIBUS,
DeviceNet, R-Fieldbus, and vendor-specific protocol by Elpro technology [3]. There
are a lot of suppliers that supply Wireless Fieldbus systems but each of them pro-
vides their own “type” of Wireless Fieldbus system, which means they have their
own modem application, such as 802.11 WiFi Transparent modem, 869 MHz Fixed
Frequency Transparent, Smart Radio Modem, and many more, etc. The manufac-
turers realized many different Fieldbus systems it disregarded rather than attracted
the costumers. The companies then made their devices compatible with each other
and they also made their specifications publicly available so different vendors can
produce compatible devices.

There are some main differences between Wireless Fieldbus Systems:

e Operation frequencies/bandwidth: In the Wireless Fieldbus world, there are
two different bandwidths, 900 MHz (902-928) and 2.4 GHz (2.4-2.4385). The
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Table 9.1 Comparison between wired and wireless Fieldbus

Technology Wired Wireless
Name PROFIBUS DeviceNet R-Fieldbus Elpro
Segment length (m) 1200 500 100 2000
600 250
200 100
Data rate (kbps) 93.75 125 2000 4.8
182.5 250
500 500
Nodes 32 64 30 95

900 MHz band is mostly used in the United States. Signal of a 900 MHz band can
be divided into different specific frequencies. The 2.4 GHz band is the worldwide
standard signals receive (RX) and transmit (TX) band designing from the WiFi
system and can be used for communication between Ethernet and non-Ethernet
device.

e Standards: IEEE 802.11—also known as WiFi or wireless Ethernet—is a family
of standards for wireless local area networks. 802.11 technologies can be used
to connect a laptop PC to a corporate or home network. In plant applications, it
provides a cost-effective way to link small networks of wireless devices to a host
system or plant Local Area Network (LAN). It can also be used for linking mobile
workers’ computers or Personal Digital Assistants (PDAs) to the LAN. The IEEE
802.15.4 radio standard provides a simple platform for low-cost, low-power, and
high-reliability communication. This standard may provide the physical basis for
process industry standards such as ISA-SP100, WirelessHART, or others. It uses
two lower OSI layers including physical layer and data link layer. Its physical
layer is a spread-spectrum radio that operates in the 2.4 GHz band at a rate of
250 kbps. Its medium-access control (MAC) layer supports the three common
wireless topologies: star, mesh, and cluster-tree.

e Network topology: Wireless network topologies describe both the physical layout
of devices and the routes that data follows for communication. There are several
types of wireless topologies (shown in Fig. 9.2) and the most common wireless
topologies are fully connected. The advantage of mesh and cluster-tree topology
is that the transmitters can communicate to the receiver through each other. Thus,
if there is an obstacle that breaks the signal between the transmitter and receiver,
it can be delivered through another transmitter on the net.
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9.2 Wireless Fieldbus Technology

9.2.1 Overview

The idea for the future is to make one standard for all of the Wireless Fieldbus systems.
Different companies or consortia including companies, end users, and laboratories
have developed the Fieldbus for many years. It has been impossible to find a real
consensus at the international standardization level for several reasons. The first one
is the number and the variety of the applications (process control, manufacturing
systems, and automotive embedded systems, building automation systems, and so
on). The second one is related to the different architecture principles to design and
to implement the control system. A third reason, and maybe the most important, is
the strategic aspect of the Fieldbus for the quality of service in a distributed system.
For more details on this story, the interested readers may see [4-6].

Since the fast development of the Wireless Fieldbus systems, there are a lot of
different standards. The most important standards which are used by the well-known
Fieldbus manufacturers:

e The first proposal, produced by ABB, Emerson, Endress & Hauser, and Siemens,
is based on the work of the so called “Heathrow Group”. Their solution is going on
WirelessHART protocol and determines some features of the ISA100.11a standard
and to convergence with the Chinese WIA-PA standard. This would produce a
single wireless standard, something the end users have been demanding for the
past half-decade now.

e The second proposal, produced by Honeywell, Invensys, Nivis, Yokogawa, Fuji
Electric, Hitachi America, and Yamatake, is to adopt the ISA100.11a as a standard.
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e The third proposal is to rewrite ISA100.11a and make it compatible with Wire-
lessHART, ISA100.11a, and WIA-PA.

Meanwhile, ISA made a new committee, the ISA100.12 committee. The idea is
to include ZigBee and the new Chinese standard, as well as WirelessHART in a
converged ISA100 standard [7].

9.2.2 Wireless Fieldbus Systems Proposals

As described in [8], the approaches differ in the way devices are interconnected. In
the simplest case, all devices belong to a single wireless cell and no connection is
made to wired segments. Meanwhile, a wired segment and a wireless cell, in the
repeater approach, are linked together by a repeater that converts signals bit by bit,
or character by character, from one medium to the other [9]. In the bridge approach,
a different medium-access control is used on the wire segment abandon the wireless
cell [10] and in the gateway approach, a special device with the gateway, allows to
“see” the set of wireless devices as if they were connected to the wired segment [11].

9.2.2.1 R-Fieldbus

On January 2000, the IST project “High Performance Wireless Fieldbus in Industrial-
related Multimedia Environment (R-FIELDBUS)” has been started. The consortium
set oneself the target to develop a high-performance Wireless Fieldbus architecture,
providing data rates of up to 2 Mbit/s and response times similar to wired Field-
bus solutions. To achieve this target, new high-performance radio technologies and
existing industrial communication protocols must be integrated to provide a flexi-
ble wireless Fieldbus architecture. This architecture must be able to handle with the
real-time necessities of the distributed control data, to support a user-defined Quality
of Service (QoS) concerning industrial multimedia services, to support mobility of
devices and to support interoperability with existent communication infrastructures.
The main actions must be undertaken for the design, development, implementation,
and demonstration of the proposed R-FIELDBUS system.

The R-Fieldbus architecture is one of the examples on the integration of emerging
wireless technologies for broadband systems and networks with existent industrial
communication protocols such as those specified in the European Standard EN50170
[12]. The R-Fieldbus system must provide full transparent access to any information
needed on site, such as data concerning real-time control and status information, or
transparent to specification drawings and other industrial-type multimedia informa-
tion (real-time voice and low-resolution digital video sequences). The R-Fieldbus
support mobile industrial devices and its interoperability with existing devices sup-
ported by wired industrial networks [13]. The main subsystems of the R-Fieldbus
system are:
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e A high-speed, high-performance and reliable radio physical layer for important
industrial requirements such as real-time and reliability.

e A data link layer coexisting with the necessary protocol extensions for the addi-
tional services (real-time distributed control traffic, industrial-related multimedia
traffic, etc.).

e A device which allows the interconnection of the R-Fieldbus arrangement to Wire-
less Fieldbus networks in the industrial environments.

e A QoS mechanism to guarantee the required quality of service to the multimedia
communication services.

e A set of application-level sustenance services covering issues such as the inter-
change of hard real time control data, interchange of industrial multimedia traffic
data and mobile IP, giving transparent access to manufacturing and management
information systems.

e Advanced network management services to support the real-time requirements and
the required robustness of the Wireless Fieldbus, with fault tolerance, security, and
safety mechanisms. The R-Fieldbus system can be tested and evaluated within two
different field trials based on pilot applications. These trials can demonstrate both
the R-Fieldbus technical feasibility in real industrial environments and its benefits
for the end user applications.

9.2.2.2 Industrial WLAN

In recent studies and research, the IEEE 802.11 standard for wireless local area net-
works, has the best capability for the industrial applications. IEEE 802.11 standard
is suitable only for the lower layers of the communication stack; however, it is neces-
sary to complete the stack with appropriate protocols in industrial communication. In
[14], the researchers had explored the use of IEEE 802.11 in industrial communica-
tion by analyzing the possibility of implementing protocols, based on Master—Slave
architecture of wired Fieldbus on IEEE 802.11 Physical and Data Link Layers. In
[15], the authors used some measurement sets of IEEE 802.11 wireless link in an
industrial environment to conclude that the behavior of the wireless link is charac-
terized by time-varying behavior of wireless channel, packet losses, and bit errors.
In [16], all abovementioned architectures have been used a simple polling scheme
for the exchange of cyclic data and have considered three different techniques (Late,
Current, and Immediate) for handling acyclic request in AWGN channel. However,
IEEE 802.11 node has high cost and reliability limitation. In general, many nodes
should be allocated in industrial environment. Therefore, the Wireless Fieldbus based
on IEEE 802.11 has problems because of high installing and maintenance cost.

9.2.2.3 IEEE 802.15.4 (LR-WPAN)
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The IEEE 802.15.4 is called a low-rate wireless personal area network (LR-WPAN).
The LR-WPAN was proposed for data gathering and control through sensors. The
coordinator node of LR-WPAN can manage many nodes by mesh network [17].
Each node in LR-WPAN has low price and a coordinator node can support many
I/O nodes. However, it can’t handle mixed real-time traffic efficiently. Therefore,
efficient transmission of mixed real-time traffic has been required.

9.2.2.4 Factory Information Protocol (FIP)

The Laboratory of Industrial Computing is active in the study of the Fieldbus proto-
cols including the FIP (Factory Information Protocol) protocol [18]. In this context,
aneed has been identified to provide wireless access to distant sensors and actuators
through a FIP Fieldbus, using inexpensive wireless modems which are commercially
available. The ideal situation would be that the distant sensors and actuators be inte-
grated into the FIP network in a totally transparent manner, so that a station of the
FIP network be given access to the distant stations as for any other station in the
network, whether local or wireless connected (as shown in Fig. 9.3). Unfortunately,
the bandwidth and error rates of available wireless connections would significantly
degrade the Fieldbus performance. FIP, in particular, requires that polling sequences
be answered within 70-bit times from their reception. Another problem is that FIP
operates in broadcast mode, where each station listens to all others and copies the
variables that it needs as they are transmitted from their producers. In an industrial
environment it may be extremely difficult to provide any-to-any connectivity among
wireless stations, it is much easier to arrange for one-to-any connectivity around a
base station. Figure 9.3 shows an example of a FIP network on which are connected
a bus master A, fixed stations with sensors/actuators, B, C, a gateway D, and wireless
stations E and F. The wireless stations exchange variables transparently through the
gateway.
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Morel et al. have studied several solutions to integrate wireless nodes to a FIP
Fieldbus [19]. The first solution is a simple repeater that converts from cable to
radio and vice versa. The various ways to handle FIP constraints are discussed. The
second solution [20] called “word repeater” approach in which they use all frames
coming from the wired segment are repeated byte by byte with additional forward
error correcting code in order to increase to reduce the bit error rate on the wireless
side. They used Golay code which seems to be the best solution to overcome the
limitations due to the wireless transceiver switching time.

9.2.2.5 Other Wireless Fieldbus Systems

Fieldbus international standard has defined a radio physical layer that can be used
in place of wireline transceivers. In addition, there are a few individual products
available that use some sort of wireless link. However, none of these products is a
standard. Almost research on Fieldbus, at its beginning, was focused on the definition
of the services and of new protocols to provide the right quality of service for given
kinds of application, and for the given distributions of the control systems. For some
years, this research has been oriented toward the quality of service and toward the
design of system architectures. And currently, there are two main areas of interest.
The first one is related to the development of applications and the second one is
dedicated to the definition of new services or new protocols. Several associated
topics include the development of the use of new transmission media (as wireless)
but also the definition of new traffic management policies.

The paper presented by Juanole [21] focus on the combined modeling of the com-
munication stack and of the application processes in order to evaluate the quality
of service viewed by the end user, in terms of application. Other papers presented
by Simonot-Lion and Elloy [22, 23] are dedicated to an Architecture Description
Language for the development of Fieldbus based distributed and embedded systems.
This language may be considered as an interesting proposal for the application speci-
fications. The papers presented by Neumann [24, 25] focus on the device description
models and languages, their interest for the interoperability of Fieldbus based systems
and their necessity for the integration in management systems. The papers presented
by Jean-Dominique [26] and Decotignie [27] are devoted to a state of the art on
Wireless Fieldbus. Salvatore Cavalieri and Salvatore Monforte presented a profile
modeling for verification of constraints by performance evaluation [28].

9.3 Issues in Wireless Fieldbus Networks

Wireless Local Area Network (WLAN) and the Wireless PAN standard (Bluetooth
and ZigBee) utilize the unlicensed 2.4 GHz ISM band. Due to their dependence on
the same band, the potential for interference exists. In [29], the experiments and
measurements were evaluated to qualify the interference effect of Bluetooth devices
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on the throughput performance of IEEE 802.11g and 802.11b. The results show how
802.11g is immune to interferences than 802.11b when the signal strength of the
WLAN is strong. In [30], the Packet Error Rate (PER) of IEEE802.15.4 low-rate
WPAN under the interference of [IEEE802.11b WLAN was analyzed. The Bit Error
Rate (BER) of IEEE 802.15.4 is obtained from the offset quadrature phase shift key-
ing modulation. The bandwidth of IEEE802.11b is larger than that of IEEE 802.15.4,
the in-band interference power of IEEE 802.11b is considered as the additive white
Gaussian noise for the IEEE 802.15.4. Due to collision, time is calculated under the
assumption that both packet transmissions are independent. If the distance between
IEEE 802.15.4 and WLAN is longer than 8 m, the interference of WLAN does not
affect the performance of the IEEE 802.15.4. If the frequency offset is higher than
7 MHz, the interference influence of the WLAN is negligible to the performance of
the IEEE 802.15.4. Finally, three additional channels of the IEEE 802.15.4 on 2260,
2350, and 2470 MHz can be used for the coexistence channels under the interference
of the between IEEE 802.15.4.

9.3.1 Consistency Problems of Fieldbus Technology

When a wireless control network arrangement uses the producer distributor—con-
sumer communication model, which wireless Fieldbus ensures, communication is
centered on an acknowledged broadcast of data identifiers to which the station pos-
sessing the identified data item broadcasts its actual value. If wireless channel is same
for every transmitter—receiver pair a packet is corrupted independently with a firm
possibility. When the producer obtains the identifier and broadcasts the data value,
triumph spatial reliability requires that consumers obtain the data packet, which
chances with probability. To attain comparative temporal reliability, all the sensors
must sample the process within the same prespecified time window.

9.3.2 Problems for Token-Passing Protocols

Wireless Fieldbus arrangements similar to the PROFIBUS rely on distributed token
passing in order to circulate the right to initiate transmissions between numbers of
controllers. The master stations area ranged in a logical ring on top of a transmission
medium that repetitive losses of token packets are unadorned problem for the con-
stancy of the logical ring. Token-passing protocols thus serve as an example for the
fact that it is often not only the raw presence of bit errors that is important, but also
the characteristics of the faults as well. Improvement is that the communicating right
can be granted to each station. Drawback is that when load is small, the token may
go around, in effectiveness occurs. Since there are losses of the token or repetition
of tokens, a system must become convoluted.
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9.3.3 Problems in CSMA Based Protocol

Fieldbus systems on CAN use CSMA based protocols where collisions are possible.
CSMA-based protocols work in a scattered way, where a station requiring to transmit
first needs to sense the transmission medium. If the medium is determined to be idle,
the station begins to transmit. The many Carrier Sense Multiple Access (CSMA)
variants that exist differ in what happens when sensing the medium bus. The CAN
protocol is grounded on a deterministic mechanism to determinate this argument.
However, this mechanism is difficult to use for wireless media. It trusts on a stations
ability to transmit and receive concurrently on the same channel, which is impossible
with half duplex wireless transceivers.

9.4 Conclusions

In this chapter, an overview of the problems and issues about the application of wire-
less technologies on Wireless Fieldbus technology has been presented. The modeling
of Fieldbus with the objectives of proof and of performance evaluation is of a major
interest for the quality of the application design result. All the papers of this ses-
sion are related to this main problem. Different proposals in the industrial domain
and solutions are described. At this point, we lack a solution that covers all require-
ments especially because existing wired solutions cannot be readily expanded. It is
hence difficult to offer the required reliability and temporal guarantees unless the
environment can be protected. This calls for solutions using protected bands. With
the explosion of projects in the area of wireless sensor networks, we may see good
solutions in the near future.
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Chapter 10
Wireless Sensor Networks for Industrial Geda
Applications

10.1 Introduction

In the past few years, wireless sensor networks (WSNs) technology has been success-
fully applied in military, environment, health, home, and other commercial areas [1].
Compared to traditional wired device condition monitoring and diagnosis systems,
using industrial wireless sensor networks (IWSNs) has inherent advantages, such
as relatively low cost, and convenience of installation and relocation. By replacing
periodic manual checkups with continuous wireless monitoring, it is claimed that
industries could save up to 18% of the energy consumed by motor systems. So,
industrial monitoring systems based on IWSNs have many potential advantages,
although they have been relatively unexplored until recently.

This chapter focuses on the use of WSN in industrial applications also referred to
as Industrial Wireless Sensor Networks (IWSN) and specifically considers industrial
applications for control systems, which are different from the conventional control
systems [2]. The industrial segment is an ever growing sector and huge amounts
of capital are invested on research activities to support the advancements in WSN
technology.

A general centralized IWSN scenario is depicted in Fig. 10.1 with nodes,
sink/network manager, management console, and process controllers. The nodes
collect data and communicate it to the sink/network manager which in turn commu-
nicates this data to the process controller. The nodes are managed by the network
manager and the network manager can be controlled via a management console. The
black arrows show a path through which a sensor node at the far end communicates
to the sink via other nodes. In the control automation segment of the industry, the
use of WSN as a part of the control loop has given rise to new possibilities. In these
types of networks, the process controllers (actuators) are a part of the sensor network
as shown in Fig. 10.2.

The nodes communicate data directly to the actuators (dashed arrows) and the
actuators may also have some communication among themselves (solid arrows).
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These networks are referred to as wireless sensor and actuator (actor) networks
(WSAN). The actuators are used to operate units, e.g., a valve and this is done based
on the data sent by the sensors, e.g., temperature and pressure.

There are various wireless standards proposed to be used in IWSN, most impor-
tantly, ZigBee [3], ISA100.11a [4, 5], and WirelessHART [6]. These standards are
used in various IWSN applications and are designed like frameworks that can be
customized to the needs of a particular application setting, since they are not strictly
defined at each layer of the communication protocol stack.
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10.2 Industrial Wireless Sensor Networks

According to the International Society of Automation, the industrial systems can be
classified into six classes [ 7] based on criticality of data and operational requirements.
These classes range from critical control systems to monitoring systems, and their
operational requirements and criticality vary accordingly.

10.2.1 Safety Systems

Systems where immediate (in the order of ms or s) action on events is required in
the order of seconds, belong to this class, e.g., fire alarm systems. The WSN nodes
are deployed uniformly throughout the area of concern to cover the entire area. The
nodes are usually stationary.

10.2.2 Closed-Loop Regulatory Systems

Control system where feedbacks are used to regulate the system. WSN nodes are
deployed in the area of concern in a desired topology. Periodically and based on
events, measurements are sent to the controller. Periodic measurements are critical
for the smooth operation of the system. These systems may have timing requirements
that are stricter than safety systems. Based on these measurements, the controller
makes a decision and sends it to the actuators which act on this data. Due to its strict
requirements, a new protocol suite is proposed for this class of systems [8]. A simple
control loop with wireless sensors and an actuator is shown in Fig. 10.3.

Actuator

Reference ey
N Yy | okl . @’ .

Measurements
Gateway

Fig. 10.3 Wireless closed-loop control with sensors and actuators
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10.2.3 Closed-Loop Supervisory Systems

Similar to regulatory systems with the difference that feedbacks/measurements are
not expected periodically but can be based on certain events. The feedbacks are
noncritical, e.g., a supervisory system that collects statistical data and reacts only
when certain trends are observed, which can be related to an event.

10.2.4 Open Loop Control Systems

Control systems operated by a human operator, where a WSN is responsible for
data collection and relaying the collected data to the central database. The operator
analyzes this data and undertakes any measures if required.

10.2.5 Alerting Systems

Systems are with regular/event-based alerting. An example is a WSN for continuous
monitoring of temperature in a furnace and alerting at different stages to indicate
part of the work done.

10.2.6 Information Gathering Systems

System used for data collection and data forwarding to a server. An example could
be WSN nodes deployed in a field to gather data about the area of interest, such as
temperature and moisture, for a specific duration of time. This data gathered over a
long period can then be used to decide on long-term plans for managing temperature
and moisture.

10.3 Industrial Standards

IWSN are required to have some basic qualities: low power, high reliability, and
easy deployment, administration, and maintenance. These basic requirements drive
the design goals for these devices. Various working groups like the Wireless Network-
ing Alliance (WINA), the ZigBee, Alliance, the HART Communication Foundation
(HCF), the International Society of Automation, and the Chinese Industrial Wireless
Alliance have established standards for IWSN. The resulting standards are wire-
lessHART, ZigBee,, and ISA100.11a which is all based on the IEEE 802.15.4 stan-
dard. In this chapter, we discuss ZigBee,, wirelessHART, and ISA100.11a project.
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10.3.1 ZigBee

ZigBee is one of the technologies that support the communication media. ZigBee is
specification for a suite of high-level communication protocol. ZigBee technology
is a low data rate, low power consumption, low cost, and wireless network protocol
targeted toward automation and remote control application. It focused on Radio Fre-
quency (RF) application which needed low power consumption, long-lasting battery,
and secure network.

ZigBee classified standard IEEE 802.15 family with Bluetooth (802.15.1) and
UWB (802.15.3) with standard code IEEE 802.4. The maximum communication
speed about 250 kbps, range of communication 10-70 m, and using three band fre-
quencies: 915 MHz (America), 868 MHz (Europe), 2.4 GHz (Japan). ZigBee, and
Bluetooth are in Wireless Personal Area Network (WPAN) family. The differences
between ZigBee and Bluetooth are in data rate, range, and Quality of Service (QoS).
Based on the working principle, ZigBee is making full use of advantages from phys-
ical radio which very useful from standard IEEE 802.15.4. It is adding the logic
network, security system, and application software.

ZigBee devices are of three types:

ZigBee Coordinator (ZC): The most capable device, the Coordinator forms the root
of the network tree and might bridge to other networks. There is exactly one ZigBee
Coordinator in each network since it is the device that started the network originally
(the ZigBee Light Link specification also allows operation without a ZigBee Coordi-
nator, making it more usable for over-the-shelf home products). It stores information
about the network, including acting as the Trust Center and repository for security
keys.

ZigBee Router (ZR): As well as running an application function, a Router can act as
an intermediate router, passing on data from other devices.

ZigBee End Device (ZED): Contains just enough functionality to talk to the parent
node (either the Coordinator or a Router); it cannot relay data from other devices.
This relationship allows the node to be asleep a significant amount of the time thereby
giving long battery life. A ZED requires the least amount of memory, and therefore
can be less expensive to manufacture than a ZR or ZC.

The current ZigBee protocols support beacon and non-beacon-enabled networks. In
non-beacon-enabled networks, an unslotted CSMA/CA channel access mechanism
is used. In this type of network, ZigBee Routers typically have their receivers con-
tinuously active, requiring a more robust power supply. However, this allows for
heterogeneous networks in which some devices receive continuously, while others
only transmit when an external stimulus is detected. The typical example of a het-
erogeneous network is a wireless light switch: The ZigBee node at the lamp may
receive constantly, since it is connected to the mains supply, while a battery-powered
light switch would remain asleep until the switch is thrown.

The switch then wakes up, sends a command to the lamp, receives an acknowl-
edgment, and returns to sleep. In such a network the lamp node will be at least a
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ZigBee Router, if not the ZigBee Coordinator; the switch node is typically a ZigBee
End Device. In beacon-enabled networks, the special network nodes called ZigBee
Routers transmit periodic beacons to confirm their presence to other network nodes.
Nodes may sleep between beacons, thus lowering their duty cycle and extending their
battery life. Beacon intervals depend on data rate; they may range from 15.36 ms to
251.65824 s at 250 kbit/s, from 24 ms to 393.216 s at 40 kbit/s, and from 48 ms to
786.432 s at 20 kbit/s. However, low duty cycle operation with long beacon intervals
requires precise timing, which can conflict with the need for low product cost.

As mentioned in the network diagram, ZigBee network is comprised of coordi-
nator (ZC), ZigBee router (ZR) and end ZigBee devices (ZE) as shown in Fig. 10.4.

10.3.2 WirelessHART

This standard is based on the IEEE 802.15.4 physical layer, with an operation fre-
quency of 2.4 GHz and uses 15 different channels. It uses the Time Synchronized
Mesh Protocol (TSMP) which was developed by Dust Networks for medium access
control and network layer functions. TSMP uses TDMA for channel access and
allows for channel hopping and channel blacklisting at the network layer. Channel
hopping is a technique in which data transfer happens at different frequencies at
different periods of time. The WirelessHART standard supports up to 15 channels
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which are used in turns. Channel blacklisting is a process of blacklisting channels
which exhibit large interference with the signals. This use of TDMA with channel
hopping and channel blacklisting has decreased the effect of interference and noise.
WirelessHART supports redundant routing in order to enhance reliability. Wire-
lessHART is thus considered to be robust, energy efficient and reliable, but since this
is still an emerging standard, there is a lot of scope for improvement. WirelessHART
was designed, developed, and standardized with industrial systems in mind and sup-
ports legacy systems built on wired HART. The network topologies supported by the
network manager in WirelessHART are Star and Mesh.

WirelessHART is a wireless mesh network communications protocol for process
automation applications. It adds wireless capabilities to the HART Protocol while
maintaining compatibility with existing HART devices, commands, and tools as
Fig. 10.5.

Each WirelessHART network includes three main elements:

e Wireless field devices connected to process or plant equipment. This device could
be a device with WirelessHART built in or an existing installed HART-enabled
device with a WirelessHART adapter attached to it.

e Gateways enable communication between these devices and host applications con-
nected to a high-speed backbone or other existing plant communications network.

e A Network Manager is responsible for configuring the network, scheduling com-
munications between devices, managing message routes, and monitoring network
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health. The Network Manager can be integrated into the gateway, host application,
or process automation controller.

The network uses IEEE 802.15.4 compatible radios operating in the 2.4 GHz
Industrial, Scientific, and Medical radio band. The radios employ direct-sequence
spread spectrum technology and channel hopping for communication security and
reliability, as well as TDMA synchronized, latency-controlled communications
between devices on the network. This technology has been proven in field trials
and real plant installations across a broad range of process control industries. Net-
work manager determines the redundant routes based on latency, efficiency, and
reliability. To ensure the redundant routes remain open and unobstructed, messages
continuously alternate between the redundant paths. Consequently, like the internet,
if a message is unable to reach its destination by one path, it is automatically rerouted
to follow a known-good, redundant path with no loss of data.

10.3.3 1SA100.11a

ISA100 working group developed this standard in order to provide robust and secure
communication for applications in process automation [9]. Similar to wirelessHART,
the physical layer is based on IEEE 802.15.4. ISA100.11a also uses channel hopping
and channel blacklisting to reduce interference effects. ISA100.11a applies different
methods for channel hopping like slow hopping, fast hopping, and mixed hopping.
At the data link layer, it combines TDMA with CSMA in order to capitalize on the
advantages in both solutions.

In general, a completed ISA100.11a-compliant system consists of three parts: the
Data Link (DL) subnet, the Backbone Network (BN), and the Manager Network
(MN), as depicted in Fig. 10.6. The DL subnet is comprised of I/Os and routing
devices as well as portable devices. The backbone network includes backbone routers,
and gateways (GWs). Finally, the MN consists of a system manager and a security
manager. The ISA100.11a-compliant system is a centralized network governed by
the MN. Thanks to information collected from the entire network, the MN provides
a routing algorithm then load routing table to each device in the DL subnet. Data
from field devices may transform directly to GW (one hop) or by the assistance of
routers (multi-hop), as decided by MN.

The physical layer of ISA100.11a devices uses IEEE 802.15.4-2006radio trans-
mission hardware. In fact, ISA100.11a uses only 16 channels (from 11 to 26), which
operate at a maximum speed of 250 kbps with channel hopping. During operation,
the timing axis of each device is broken down into slots typically varying from 10
to 12 ms. This timeslot duration in a DL subnet is set to a specific value by the MN
when a device joins the network.

To be compatible with WirelessHART, 10 ms is a typical value for timeslot dura-
tion; however, duo casts could involve increased timeslot duration of approximately
1-2 ms. With a total of 16 channels, ISA100.11a topology supports three general
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alternative operations within one subnet: slotted channel hopping, slow channel hop-
ping, and a hybrid method combining the first two methods, as depicted in Fig. 10.7.
With the slotted hopping method, each timeslot uses a different radio channel to
accommodate single transaction (with optional acknowledgment).
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At the network layer, the compatibility with IPv6 gives opportunities for users
to connect to the Internet, thus providing diverse possibilities. The ISA standard
supports integration with legacy protocols like wired HART. In addition, the ISA
also provides interface for facilitating co-existence with WirelessHART.

Based on the summary of state-of-the-art wireless standards we discuss some
recent advances and current market share. Among all these standards, wirelessHART
and ISA100.11a is the two major and dominating standards already in the market.
In spite of the competition, the Hart Communication Foundation (HCF) and Interna-
tional Society of Automation (ISA) have agreed to collaborate together to produce
one single standard derived from wirelessHART and ISA100.11a. A subcommittee
named ISA100.12 has been created to investigate the possibilities of convergence.
The convergence could result in a global standard with positives of both these stan-
dards and improved IWSN solutions.

10.4 Wireless Sensor Networks for Industrial Applications

WSNs can be used advantageously for rare event detection or periodic data collec-
tion for industrial applications. In rare event detection, sensors are used to detect
and classify rare, random, and ephemeral events, such as alarm and fault detection
notifications due to important changes in machine, process, plant security, operator
actions, or instruments that are used intermittently. On the other hand, periodic data
collection is required for operations such as tracking of the material flows, health
monitoring of equipment/process. Such monitoring and control applications reduce
the labor cost, human errors, and prevent costly manufacturing downtime.

Manufacturers, nowadays, are investing in wireless technologies to allow the engi-
neers to acquire and control the real-time data of wireless sensor/actuator networks of
the factory at anytime, anywhere. Moreover, the adoption of multiple network tech-
nologies in a single environment is becoming common today. As shown in Fig. 10.8,
real-time process control and maintenance systems are equipped with wireless sen-
sors/actuator networks on the plant floor and can be integrated with the back end
enterprise software as well as the internet web services.

Data can be entered or acquired while the alerts/alarms can be notified through
SMS or emails to the engineers at offices or remote locations. Incorporating short-
range communication technologies like ZigBee/Bluetooth into the automation sys-
tem will enable the engineers to collect and control real time sensors/actuators data
from the factory floor, and internet-enabled handheld devices such as mobile phones/
PDAs to connect with the outside world (Internet) make ubiquitous computing pos-
sible in industrial automation systems. Integration of such wide range of devices
and different technologies together provide possible leverage strengths from one and
another resulting in an efficient automated system.
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10.4.1 Industrial Mobile Robots

Autonomous mobile robots have been used widely in the industries. They are very
suited for applications that are delicate, risky, heavy, and repetitive tasks. Most robots
used in the industries are fixed and dedicated such as machine loading, welding,
assembly/disassembly, etc. The use of intelligent mobile robots and wireless net-
works are being exploited in recent years. Unlike the traditional navigation that used
limited embedded sensors and landmark objects to avoid obstacles in the paths, sen-
sors, and processors are equipped on the robots to navigate based on information
obtained from the networked sensors in the workspace. Such interactions among
sensors in the field, sensors attached to the robots, laptop, and humans improve the
environment perception of the workspace with collision-free navigation.

In [10], multi-robot task allocation is used where tasks are allocated explicitly to
robots by a redeployed static sensor network. In this way, the robots can navigate effi-
ciently throughout the workspace using the deployed sensor network to explore their
environment. Potential applications include moving stacks of containers between
machine rooms and warehouse, industrial floor cleaning robots, patrolling robots in
unsupervised areas, or toxic waste cleanup, etc. Mobile robots can also be used to
calibrate, recalibrate, or deliver power to sensors as an overall caretaker/service robot
of the wireless sensor network. Mobile robots equipped with calibrated sensors will
visit the field to collect data from many sensors and decide whether the sensors need
to recalibrate.

10.4.2 Real-Time Inventory Management

Inventory management systems based on manual processes may cause out-of-stocks,
expedited shipments, production slowdowns, excess buffer inventory, and billing
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delays situations. With WSN technology, the inventory and asset could be monitored
in real time and information such as the arrival of the raw materials, etc., could be
routed across a distant to the gateway for management decision and control.

General Motors is implementing a real-time inventory tracking system [11]. The
tracking process of the inventory is starting from the components suppliers, to the
assembled cars in the factory, the car dealers and until the car buyers. Real time
inventory tracking with WSN improves the visibility of materials, its location and
asset utilization, reduces theft, provides the ability to immediately find equipment
and ultimately increases supply chain efficiencies.

10.4.3 Process and Equipment Monitoring

WSNs can be used to enable remote monitoring of the health of machinery without
the infrastructure needs for cabling. By continuously monitoring the temperature,
pressure, vibrations, and power usage, etc., as shown in Fig. 10.9, the manufacturers
can reduce unnecessary cost incurred due to failures or malfunctions in machinery.

Intel’s EcoSense project group [12] is deploying a pilot preventive maintenance
application that uses wireless sensor network to monitor the health of semiconductor
fabrication equipment. With this advance real time monitoring system, the vibration
signature of water purification equipment is analyzed and the data is used for pre-
ventive maintenance operations. In another trial deployment, Intel and BP has also
collaborated and successfully experimented WSN on a crude oil tanker at Scotland to
monitor machinery vibration to support preventive maintenance. The test has shown
that the WSN can function well in a hostile shipboard environment where it would
have to withstand temperature extremes, substantial vibration, and significant RF
noise.

According to the United States Department of Energy, the electric motors in the
industries consume 23% of energy in the U.S. industry. To counter such immense
energy use, the Department has commissioned a project [13] to develop a low cost
self-configuring wireless sensor network to apply monitoring and diagnostic systems
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for use in electric motors. The sensors will have embedded intelligence and could
measure parameters such as voltage, current, and temperature. This wireless trans-
mitted information would then be used by the network’s energy management system
for the plant control. It is targeted to have a 5% energy reduction when implemented
successfully.

10.4.4 Environment Monitoring

Wireless sensing can be used to provide solutions in the industry for leakage detec-
tion, climate reporting, radiation check, intrusion notification, etc. Emergency alerts
could be sent to the operating managers requesting immediate preventive actions.
With WSNs, the presence or the movement of abnormalities such as toxic chemical,
biological, radioactive agent or unauthorized personnel can be tracked throughout
the facility.

Leakage of flammable liquids and gases such as ammonia, chlorine, etc., in the
petrochemical plants can cause heavy loss, risks for public, and hazardous emissions
to the environment. Many oil and gas companies are now pilot testing WSNs and
plan to deploy widely in near future. It is estimated that 2 million units could be
deployed within the next 5 years [14]. With the wireless sensors, once leakage is
detected, responsive actions can be activated such as emergency alert to the operators,
automatic switch off of the machinery or trigger the sprinkler alarms, etc.

Running wires in the hazardous environments are not practical and also pro-
hibitively expensive. To perform critical functions in sensitive and harsh environ-
ments such as propulsion test [15], WSNs are used by NASA to provide the remote
sensing and monitoring of the engine testing with high reliability and accuracy. The
parameters that are monitored include acoustic, strain, vibration level, vacuum level,
temperature, etc.

In [16], a wireless sensor network based system of autonomous temperature log-
ging of fish catches has been successfully tested off the Irish coast. The objective
is to improve food safety and also the chain traceability. For the implementation,
the individual fish box is equipped with a sensor node that transmits time stamped
temperature data and node identification regularly to the base station on the ship.
The processed information is then transmitted to the computer server on shore in real
time via GSM modem.

10.5 Conclusions

Wireless sensor networks provide the industries with real-time tracking and remote
monitoring/control capability on systems or devices. For some large factories, there
is a need for the central office to track and log equipment location and status on the
production floors. It is also required to track employees and visitors, usually with an
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accuracy of better than 1 m. Current solutions employ WiFi for data communications
and a separate system for locating equipment and personnel. UWB system can solve
both communication and locating needs, possibly as part of a hierarchical system
in which the UWB locating and communication system is installed for each floor
and connected via WiFi for the whole factory. This chapter presented several indus-
trial applications that take advantage of the wireless sensor network. It highlighted
the wireless technologies and their standardization trend for process automation is
explained. Introducing wireless technologies into plants and factories will reduce
production cost and increase productivities more and more.
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Chapter 11 ®)
MAC Protocols for Energy-Efficient e
Wireless Sensor Networks

11.1 Introduction

Improvements in hardware technology have resulted in low-cost sensor nodes, which
are composed of a single chip embedded with memory, a processor, and a transceiver.
Low power capacities lead to limited coverage and communication range for sensor
nodes compared to other mobile devices. Hence, for example, in target tracking and
border surveillance applications, sensor networks must include a large number of
nodes in order to cover the target area successfully.

Unlike other wireless networks, it is generally difficult or impractical to
charge/replace exhausted batteries. That is why the primary objective in wireless
sensor networks design is maximizing node/network lifetime, leaving the other per-
formance metrics as secondary objectives. Since the communication of sensor nodes
will be more energy consuming than their computation, it is a primary concern to
minimize communication while achieving the desired network operation.

However, the medium-access decision within a dense network composed of nodes
with low duty cycles is a challenging problem that must be solved in an energy-
efficient manner. Keeping this in mind, we first emphasize the peculiar features of
sensor networks, including reasons for potential energy waste at medium-access
communication. Then, we give brief definitions for the key medium access control
(MAC) protocols proposed for sensor networks, listing their advantages and dis-
advantages. Moreover, protocols that propose the integration of MAC layer with
other layers are also investigated. Finally, the survey of MAC protocols is concluded
with a comparison of investigated protocols and future directions are provided for
researchers with regard to open issues that have not been studied thoroughly.
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11.2 MAC Layer-Related Sensor Network Properties

Maximizing the network lifetime is a common objective of sensor network research,
since sensor nodes are assumed to be dead when they are out of battery. Under these
circumstances, the proposed MAC protocol must be energy efficient by reducing
the potential energy wastes presented below. The types of communication patterns
that are observed in sensor network applications should be investigated, since these
patterns determine the behavior of the sensor network traffic that has to be handled
by a given MAC protocol. The categorization of possible communication patterns is
outlined, and the necessary MAC protocol properties suitable for a sensor network
environment are presented.

11.2.1 Reasons of Energy Waste

When a node receives more than one packet at the same time, these packets are
termed collided, even when they coincide only partially. All packets that cause the
collision have to be discarded and retransmissions of these packets are required,
which increase the energy consumption. Although some packets could be recovered
by a capture effect, a number of requirements have to be achieved for successful
recovery. The second reason for energy waste is overhearing, meaning that a node
receives packets that are destined to other nodes. The third energy waste occurs as a
result of control packet overhead. A minimal number of control packets should be
used to make a data transmission. One of the major sources of energy waste is idle
listening, that is, listening to an idle channel in order to receive possible traffic. The
last reason for energy waste is overemitting, which is caused by the transmission of
a message when the destination node is not ready. Given the above facts, a correctly
designed MAC protocol should prevent these energy wastes.

11.2.2 Communication Patterns

Kulkarni [1] defines three types of communication patterns in wireless sensor net-
works: broadcast, convergecast, and local gossip. A broadcast pattern is generally
used by a base station (sink) to transmit some information to all the sensor nodes
of the network. Broadcasted information may include queries of sensor query pro-
cessing architectures, program updates for sensor nodes, or control packets for the
whole system. The broadcast communication pattern should not be confused with
broadcast packets. For the former, all nodes of the network are intended receivers,
whereas for the latter, the intended receivers are the nodes within the communication
range of the transmitting node.
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In some scenarios, the sensors that detect an event communicate with each other
locally. This kind of communication pattern is called local gossip, where a sensor
sends a message to its neighboring nodes within a range. After the sensors detect an
event, they need to send what they perceive to the information center. That commu-
nication pattern is called convergecast, in which a group of sensors communicate to
a specific sensor. The destination node could be a cluster head, a data fusion center,
or a base station. In protocols that include clustering, cluster heads communicate
with their members and thus the intended receivers may not be all neighbors of the
cluster head, but just a subset of the neighbors.

11.2.3 Properties of a Well-Defined MAC Protocol

To design a good MAC protocol for wireless sensor networks, the following attributes
must be considered [2]. The first attribute is energy efficiency. Hence, energy-efficient
protocols are defined in order to prolong the network lifetime. Other important
attributes are scalability and adaptability to changes. Changes in network size, node
density, and topology should be handled rapidly and effectively for successful adap-
tation. Some of the reasons behind these network property changes are limited node
lifetime, addition of new nodes to the network, and varying interference, which may
alter the connectivity and hence the network topology. A good MAC protocol should
gracefully accommodate such network changes. Other important attributes such as
latency, throughput, and bandwidth utilization may be secondary in sensor networks.
Contrary to other wireless networks, fairness among sensor nodes is not usually a
design goal, since all sensor nodes share a common task [3].

11.3 Multiple-Access Consideration in Sensor Network
Properties

Sensor networks consider communication needs of a collection of wireless devices,
and not just the design of a single radio link. The algorithms and protocols that
network devices is used to efficiently communicate are the topic of this section.

In a wireless network, the manner in which devices access and use the transmission
medium (in this case, a wireless channel) is termed multiple access; within IEEE
802 terminology, it falls under the scope of the Multiple-Access Control (MAC)
sublayer. All devices on the network must share the wireless channel since wireless
communication is inherently a broadcast communications scheme and signals sent
by one transmitter are heard at multiple locations. Thus, a major goal of the MAC is
to limit/minimize the interference within the network. There are several well-known
methods by which wireless devices can share a channel. These typically involve
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transmitting signals that are orthogonal in one or more dimension such as time,
frequency, or code.

11.3.1 Network Topologies

For further discussion about multiple accesses, we refer the reader to Fig. 11.1,
which depicts a simple star network consisting of six nodes. Using IEEE 802.15.4
terminology, this collection of nodes is termed a PAN; and it is assumed to span a
small (10 m) geographical area. Additionally, there are two types of nodes defined
in the standard; an FFD and an RFD.

From the PAN control and multiple-access point of view, an FFD contains the
software that enables PAN initiation, network formation, and control of the wireless
channel for multiple accesses among the RFDs.

An FFD is commonly referred to as a “coordinator” due to its ability to provide
the above functions. In the figure, the FFD node is depicted in the center of the PAN
while the RFD nodes are shown surrounding the coordinator. The arrows indicate
that the RFD devices are logically associated with the coordinator and rely on it for
multiple-access services and data transport.

Figure 11.2 shows another example of a sensor network topology, typically
referred to as a tree network. In this figure, we again consider both FFD and RFD
devices as in Fig. 11.1.

The tree network can be viewed as an amalgamation of star networks (depicted
by the dashed circles) where the star networks are connected together by linking

Fig. 11.1 A simple sensor
network with a star topology
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Fig. 11.2 Sensor network
with a tree topology

@ FFD/Coordinator
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the FFDs in each star together. Note here that data may need to be routed through
multiple hops if devices want to communicate outside of their local star network.
A third topology to consider is a mesh topology, which is similar to the multi-hop
tree topology but with the addition of multiple links among the devices. (In a tree
network, there exists only one path between any two devices.) The mesh topology in
Fig. 11.3 provides reliability to the network in the form of redundant paths among
the devices so, in the event of device or link failure, data may be rerouted.

When considering multiple-access methods, it is useful to understand how the
topology effects the multiple-access requirements. Typically, a simple topology leads
to simple multiple-access designs since there are fewer devices accessing the channel
and thus less possibility of interference among the devices. More importantly, simple
topologies can offer the ability to control access at a central point; such is the case
of the star network where a single FFD device controls the timing of transmissions.
More complex topologies require more careful planning of the channel access in
order to minimize interference, but they do allow coverage of larger areas by a single
network even with severely constrained transmit power, as is the case for UWB
networks.

Given the topologies described above, we are now ready to discuss various
multiple-access techniques. First, let us distinguish between two broad categories
of multiple-access techniques: centralized and decentralized. In a centralized access
scheme, a single node or small subset of nodes is responsible for controlling the
transmissions of other devices in the network. In a decentralized scheme, each node
is responsible for deciding if and when to transmit on the channel. Typically cen-
tralized schemes offer better efficiency and reliability since collisions can be more
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Fig. 11.3 Sensor network
with a mesh topology
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easily avoided, but this comes at the cost of increased complexity in the nodes that
control the access as well as a need for network-wide information regarding the
communication needs of every node in the network. Decentralized schemes tend to
be simpler than centralized ones but less reliable due to the lack of network-wide
knowledge and strong control, so that nodes have a higher probability of accessing
the channel during other transmissions and thus causing interference to one another.

Distributed schemes are typically realized via handshaking-based approaches.
Handshaking may prevent collisions, but note that additional messages for handshak-
ing need to be transmitted. A device starts a request to send/clear to send (RTS/CTS)
exchange on a common channel with its destination. If the channel is available, the
subsequent data transmission uses a particular time hopping sequence proposed in
the CTS. The reader is referred to for a detailed survey on medium-access control in
ultra-wide-band wireless networks.

11.3.2 Time-Division Multiple Access (TDMA)

TDMA is a centralized scheme in which only one device transmits at any given time
interval. We have essentially signals that are orthogonal in time; this is achieved
by dividing the time axis into discrete no overlapping transmission intervals and
assigning intervals to particular network devices. The devices then only transmit
during their assigned time, and at all other times may listen to the channel to hear
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transmissions from other devices. For the purpose of a sensor network, TDMA in
this strict definition is not necessarily feasible. This is due to the fact that in order
to fully coordinate the timing of transmissions from multiple devices, a global time
reference is needed, i.e., the network would need to be synchronized. For a small net-
work consisting of a few devices all within communication range, synchronization is
possible. However, in many scenarios envisioned for sensor networks, network-wide
synchronization and thus TDMA was not considered. Another issue with TDMA
relates to the scheduling of packet transmissions among the nodes. In order for a
controlling node to assign slots efficiently, it must have information regarding the
amount of data each network node wishes to transmit. Several techniques have been
developed to deliver such information to the controlling node. A simple approach is
for the coordinator to poll each device to ascertain its current traffic load, and then, it
may adjust the length of subsequent TDMA slots accordingly. However, when only
a subset of nodes have data to send, the exchange of polling messages is wasteful of
network bandwidth. This is generally the case with TDMA systems where there is
a tradeoff between the amount of scheduling efficiency that can be achieved and the
amount of control information that must be passed among the FFD and RFDs.

11.3.3 Carrier-Sense Multiple Access (CSMA) and ALOHA

CSMA can be viewed as a distributed version of TDMA. In this scheme, each node
in the network attempts to avoid colliding with other transmissions. The basic idea is
that each node senses the wireless channel prior to transmitting a packet to determine
if the channel is in use. If the channel is idle, the node can then transmit its packet;
otherwise, the node waits a for a time period of random length and repeats the sensing
and transmission. Thus CSMA attempts to arrange transmissions in orthogonal time
intervals. The advantage of a CSMA scheme over TDMA is that it is distributed.
Additionally, each node will attempt to access the channel only when it has data
ready for transmission. This eliminates the need for complex scheduling. However,
CSMA suffers from some well-known problems. First and foremost is the “hidden
terminal” problem in which a node that senses the channel may not be within radio
range of all nodes in the network.

Thus, even though a node may determine that the channel is idle and transmit,
communication may be taking place elsewhere in the network. These transmissions
have the potential to interfere. Additionally, CSMA relies on the ability of performing
an accurate channel sensing. This seemingly simple operation can be quite difficult
in UWB-TH-IR systems. This difficulty arises from the fact that UWB transmission
is extremely low power and require knowledge of the spreading code for effective
dispreading. Thus a node would ideally check all possible spreading codes before
declaring an idle channel. In large networks using many codes, this may not be
feasible.



148 11 MAC Protocols for Energy-Efficient Wireless Sensor Networks

11.3.4 Frequency-Division Multiple Access (FDMA)

Analogously to TDMA, FDMA assigns orthogonal frequency channels to various
devices. This can be achieved by dividing the frequency spectrum into no overlap-
ping segments and assigning these segments to individual devices for their trans-
missions. Within the context of UWB systems, this multiple-access technique has
several problems. First, regulatory requirements require that UWB devices transmit
signals with a bandwidth no smaller than 500 MHz. Thus in order to support N
users, the system bandwidth would need to be at least 500_N MHz. So we see that in
order to support multiple simultaneous users, each device must be able to receive and
process extremely wideband signals. Secondly, depending on the duplexing method,
network-wide synchronization may still be needed. This is the case when considering
half duplex communication where devices may be either transmitting or receiving. In
this case, the system must schedule which devices are to be transmitting and which
are to be receiving during each time instant. This type of scheduling is difficult to
achieve without some form of global time reference. Additionally, scheduling broad-
cast or multicast traffic becomes problematic in FDMA networks with half duplex
devices. Full duplex devices mitigate the scheduling problem somewhat, but these
are intrinsically more costly, as full duplex system require essentially two radios
per device, and each radio would need to operate over a large system bandwidth.
Still, usage of different frequency bands allows a very good separation of signals
that would be difficult to separate, e.g., by CDMA. For the above reason, FDMA is
useful, e.g., to separate closely spaced networks, and is used for this purpose also in
IEEE 802.15.4a.

11.3.5 Code-Division Multiple Access (CDMA )

CDMA assigns (quasi-) orthogonal spreading codes to individual devices, which then
multiply their symbol stream by the assigned code. In its most general form, CDMA
encompasses all the spreading schemes. Receivers can differentiate among different
devices by correlating the received signal with each user’s assigned code. CDMA
networks do not have the scheduling issues associated with TDMA and FDMA tech-
niques described above. Since they rely on signal processing at the receiver to separate
transmissions from multiple users, CDMA allows the simultaneous transmissions (in
time and/or frequency). CDMA is also attractive for UWB sensor networks because
the spreading factor in a UWB system is so large, theoretically, many simultaneous
transmission can be supported.

The IEEE 802.15.4a standard relies on this large spreading factor and the ability to
resolve multiple users to enable reuse of frequency bands. That is, multiple networks
may be deployed within a single frequency band. Thus, every device on the network
need only listen for packets that contain the correct code and then can synchronize
its receivers to decode the subsequent data.
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11.4 Proposed MAC Layer Protocols

In this section, a wide range of MAC protocols defined for sensor networks are
described briefly by stating the essential behavior of the protocols wherever possible.
Moreover, the advantages and disadvantages of these protocols are presented.

11.4.1 Sensor-MAC

Locally managed synchronizations and periodic sleep-listen schedules based on these
synchronizations form the basic idea behind the Sensor-MAC (S-MAC) protocol [2].
Neighboring nodes form virtual clusters so as to set up a common sleep schedule. If
two neighboring nodes reside in two different virtual clusters, they wake up at the
listen periods of both clusters. A drawback of the S-MAC algorithm is this possibility
of following two different schedules, which results in more energy consumption via
idle listening and overhearing.

Schedule exchanges are accomplished by periodic SYNC packet broadcasts to
immediate neighbors. The period for each node to send a SYNC packet is called the
synchronization period. Figure 11.4 represents a sample sender—receiver communi-
cation. Collision avoidance is achieved by a carrier sense (represented as CS in the
figure).

Furthermore, RTS/CTS packet exchanges are used for unicast-type data packets.
S-MAC also includes the concept of message passing, in which long messages are
divided into frames and sent in a burst. With this technique, one may achieve energy
savings by minimizing communication overhead at the expense of unfairness in
medium access.

Receiver Listen period Receive/sleep
: period
For sync For RTS For CTS
: -
Sender Tx SYNC Tx RTS Got CTS
I ; cs i ' Send data
: : i : >

Fig. 11.4 The S-MAC messaging scenario
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Periodic sleep may result in high latency, especially for multi-hop routing algo-
rithms, since all intermediate nodes have their own sleep schedules. The latency
caused by periodic sleeping is called sleep delay. The adaptive listening technique is
proposed to improve the sleep delay and thus the overall latency. In that technique,
the node that overhears its neighbor’s transmissions wakes up for a short time at the
end of the transmission. Hence, if the node is the next-hop node, its neighbor could
pass data immediately. The end of the transmissions is known by the duration field
of the RTS/CTS packets.

Advantages—The energy waste caused by idle listening is reduced by sleep
schedules. In addition to its implementation simplicity, time synchronization over-
head may be prevented by sleep schedule announcements.

Disadvantages—Broadcast data packets do not use RTS/CTS, which leads to
increasing collision probability. Adaptive listening incurs overhearing or idle lis-
tening if the packet is not destined to the listening node. Sleep and listen periods
are predefined and constant, which decreases the efficiency of the algorithm under
variable traffic load.

11.4.2 WiseMAC

Hoiydi [4] proposed the “Spatial TDMA and CSMA with Preamble Sampling” pro-
tocol in which all sensor nodes is defined to have two communication channels. The
data channel is accessed using TDMA, whereas the control channel is accessed by
CSMA. The WiseMAC [5] protocol is similar to Hoiydi’s work but requires only
a single-channel. WiseMAC protocol uses nonpersistent CSMA (np-CSMA) with
preamble sampling as in [4] to decrease idle listening. In the preamble sampling
technique, a preamble precedes each data packet for alerting the receiving node. All
nodes in a network sample the medium with a common period, but their relative
schedule offsets are independent. If a node finds the medium busy after it wakes up
and samples the medium, it continues to listen until it receives a data packet or the
medium becomes idle again. The size of the preamble is initially set to be equal to the
sampling period. However, the receiver may not be ready at the end of the preamble,
due to factors such as interference, which causes the possibility of over emitting-type
energy waste. Moreover, over emitting is increased with the length of the preamble
and the data packet, since no handshake is done with the intended receiver.

To reduce the power consumption incurred by the predetermined fixed-length
preamble, WiseMAC offers a method to dynamically determine the length of the
preamble. That method uses the knowledge of the sleep schedules of the transmitter
node’s neighbors. The nodes learn and refresh their neighbor’s sleep schedule during
every data exchange as part of the Acknowledgment message. In that way, every node
keeps a table of the sleep schedules of its neighbors. Based on the neighbors’ sleep
schedule tables, WiseMAC schedules transmissions so that the destination node’s
sampling time corresponds to the middle of the sender’s preamble. To decrease the
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possibility of collisions caused by that specific start time of a wake up preamble, a
random wake-up preamble is advised.

Another parameter affecting the choice of the wake-up preamble length is the
potential clock drift between the source and the destination. A lower bound for the
preamble length is calculated as the minimum of destination’s sampling period, T,
and the potential clock drift with the destination, which is a multiple of the time since
the last ACK packet arrived. Considering this lower bound, a preamble length (7p)
is chosen randomly. Figure 11.5 presents the WiseMAC concept.

Advantages—The simulation results show that WiseMAC performs better than
one of the S-MAC variants [5]. Besides, its dynamic preamble length adjustment
results in better performance under variable traffic conditions. In addition, clock
drifts are handled in the protocol definition, which mitigates the external time syn-
chronization requirement.

Disadvantages—The main drawback of WiseMAC is that decentralized sleep-
listen scheduling results in different sleep and wake-up times for each neighbor of
a node. This is an important problem especially for broadcast-type communication,
since broadcasted packets will be buffered for neighbors in sleep mode and delivered
many times as each neighbor wakes up. However, this redundant transmission will
result in higher latency and power consumption. In addition, the hidden-terminal
problem accompanies the WiseMAC model, as in the Spatial TDMA and the CSMA
with Preamble Sampling algorithm. That is because WiseMAC is also based on
nonpersistent CSMA. This problem will result in collisions when one node starts to
transmit the preamble to a node that is already receiving another node’s transmission
where the preamble sender is not within range.

Arrival, wait for  If medium idle,
right moment transmit +

Source
Destination > A
| B
Wake up, Wake up, Wake up,
medium idle medium idle medium
busy, receive
message

[OJRX [ TX P:Preamble A: Acknowledge

Fig. 11.5 The WiseMAC concept
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11.4.3 Traffic-Adaptive MAC Protocol

TRAMA [5] is a TDMA-based algorithm proposed to increase the utilization of clas-
sical TDMA in an energy-efficient manner. It is similar to Node Activation Multiple
Access (NAMA) [5], in which for each time slot a distributed election algorithm
is used to select one transmitter within each two-hop neighborhood. This kind of
election eliminates the hidden-terminal problem and hence ensures that all nodes in
the one-hop neighborhood of the transmitter will receive data without any collision.
However, NAMA is not energy efficient and incurs overhearing.

Time is divided into random-access and scheduled-access (transmission) periods.
The random-access period is used to establish two-hop topology information and the
channel access is contention-based within that period. A basic assumption is that,
with the information passed by the application layer, the MAC layer can calculate the
transmission duration needed, which is denoted as SCHEDULE_INTERVAL. Then,
at time ¢, the node calculates the number of slots for which it will have the highest
priority among two-hop neighbors within the period [¢, 1+ SCHEDULE_INTERVAL].
The node announces the slots it will use as well as the intended receivers for these
slots with a schedule packet. Additionally, the node announces the slots for which it
has the highest priority but it will not use. The schedule packet indicates the intended
receivers using a bitmap whose length is equal to the number of its neighbors. Bits
correspond to one-hop neighbors ordered by their identities. Since the receivers of
those messages have the exact list and identities of the one-hop neighbors, they find
out the intended receiver. When the vacant slots are announced, potential senders
are evaluated for reuse of those slots. Priority of a node on a slot is calculated with
a hash function of node’s and slot’s identities.

Analytical models for the delay performances of TRAMA and NAMA protocols
are also presented and supported by simulations [6]. Delays are found to be higher,
as compared to those of contention-based protocols, due to a higher percentage of
sleep times.

Advantages—Higher percentage of sleep time and less collision probability are
achieved, as compared to CSMA-based protocols. Since the intended receivers are
indicated by a bitmap, less communication is performed for the multicast and broad-
cast types of communication patterns, compared to other protocols.

Disadvantages—Transmission slots are set to be seven times longer than the
random-access period. However, all nodes are defined to be either in receive or
transmit states during the random-access period for schedule exchanges. This means
that without considering the transmissions and receptions, the duty cycle is at least
12.5%, which is a considerably high value. For a time slot, every node calculates
each of its two-hop neighbors’ priorities on that slot. In addition, this calculation is
repeated for each time slot, since the parameters of the calculation change with time.
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11.4.4 Sift

Sift [7] is a MAC protocol proposed for event-driven sensor network environments.
The motivation behind Sift is that when an event is sensed, the first R of N potential
reports are the most crucial part of messaging and have to be relayed with low latency.
Jamieson et al. use a nonuniform probability distribution function of picking a slot
within the slotted contention window. If no node starts to transmit in the first slot of
the window, then each node increases its transmission probability exponentially for
the next slot, assuming that the number of competing nodes is small.

In [7], Sift was compared with the 802.11 MAC protocol and it was shown that Sift
decreases latency considerably when there are many nodes trying to send a report.
Since Sift is a contention slot assignment algorithm, it is proposed to coexist with
other MAC protocols like S-MAC. Based on the same idea, CSMA/p* [8] is proposed
where p* is a nonuniform probability distribution that optimally minimizes latency.
However, Tay et al. state that the probability distribution function of Sift to pick a
slot is approximate to CSMA/p*.

Advantages— Very low latency is achieved for many traffic sources. Energy con-
sumption is traded-off for latency, as indicated below. However, when the latency is
an important parameter of the system, slightly increased energy consumption must
be accepted. The Sift algorithm could be tuned to incur less energy consumption.
High energy consumption is a result of the arguments indicated below.

Disadvantages—One of the main drawbacks is increased idle listening caused by
listening to all slots before sending. The second drawback is increased overhearing.
When there is an ongoing transmission, nodes must listen until the end in order to
contend for the next transmission, which causes overhearing. Besides, system-wide
time synchronization is needed for slotted contention windows. That is why the
implementation complexity of Sift would be larger than protocols not utilizing time
synchronization.

11.4.5 DMAC

Converge cast is the most frequent communication pattern observed within sensor
networks. Unidirectional paths from sources to the sink could be represented as data-
gathering trees. The principal aim of DMAC [9] is to achieve very low latency for
converge cast communications, but still be energy efficient.

DMAC could be summarized as an improved Slotted Aloha algorithm in which
slots are assigned to the sets of nodes based on a data-gathering tree, as shown in
Fig. 11.6. Hence, during the receive period of a node, all of its child nodes have
transmit periods and contend for the medium. Low latency is achieved by assigning
subsequent slots to the nodes that are successive in the data transmission path.
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Fig. 11.6 A data-gathering tree and its DMAC implementation

Advantages—DMAC achieves very good latency compared to other sleep/listen
period assignment methods. The latency of the network is crucial for certain scenar-
i0s, in which DMAC could be a strong candidate.

Disadvantages—Collision avoidance methods are not utilized; hence, when a
number of nodes that have the same schedule (the same level in the tree) try to send
to the same node, collisions will occur. This is a possible scenario in event-triggered
sensor networks. Besides, the data transmission paths may not be known in advance,
which precludes the formation of the data-gathering tree.

11.4.6 Timeout-MAC/Dynamic Sensor-MAC

The static sleep-listen periods of S-MAC result in high latency and lower throughput,
as indicated above. Timeout-MAC (T-MAC) [10] is proposed to enhance the poor
results of the S-MAC protocol under variable traffic loads. In T-MAC, the listen
period ends when no activation event has occurred for a time threshold TA. The
decision for TA is presented along with some solutions to the early sleeping problem
defined in [10]. Variable loads in sensor networks are expected, since the nodes
that are closer to the sink must relay more traffic and traffic may change over time.
Although T-MAC gives better results under these variable loads, the synchronization
of the listen periods within virtual clusters is broken. This is one of the reasons for
the early sleeping problem.
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Dynamic Sensor-MAC (DSMAC) [11] adds a dynamic duty cycle feature to S-
MAC. The aim is to decrease the latency for delay-sensitive applications. Within
the SYNC period, all nodes share their one-hop latency values (the time between the
reception of a packet into the queue and its transmission). All nodes start with the same
duty cycle. Figure 11.7 conceptually depicts DSMAC duty-cycle doubling. When a
receiver node notices that the average one-hop latency value is high, it decides to
shorten its sleep time and announces it within the SYNC period. Accordingly, after
a sender node receives this sleep-period decrement signal, it checks its queue for
packets destined to that receiver node. If there is one, it decides to double its duty
cycle when its battery level is above a specified threshold. The duty cycle is doubled
so that the schedules of the neighbors will not be affected. The latency observed with
DSMAC is better than that observed with S-MAC. Moreover, it is also shown to have
better average power consumption per packet.

11.4.7 Integration of MAC with Other Layers

Limited research has been carried out on integrating different network layers into
one layer or to benefit from cross-layer interactions between routing and MAC layers
for sensor networks. For instance, Safwat et al. proposed two routing algorithms that
favor the information about successful/unsuccessful CTS or ACK reception [12].
Cui et al. looked at MAC/physical layer integration and Routing/MAC/physical
layer integration [13]. They proposed a variable length TDMA scheme in which the
slot length is assigned according to some criteria for optimum energy consumption
in the network. Among these criteria, the most crucial ones are information about
the traffic generated by each node and the distances between each node pair. Based
on these values, they formulated a Linear Programming (LP) problem in which the
decision variables are normalized time-slot lengths between nodes. They solve this
LP problem using an LP solver that returns the optimum number of time slots for
each node pair as well as the related routing decisions for the system. The proposed
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solution could be beneficial in scenarios where the required data would be prepared.
However, it is generally difficult to have the node-distance information and the traffic
generated by the nodes. Besides, the LP solver can only be run on a powerful node.
The dynamic behavior of sensor networks will require online decisions which are
very costly to calculate and hard to adapt to an existing system.

Multi-hop Infrastructure Network Architecture (MINA) is another method for
integrating MAC and routing protocols [14]. Ding et al. proposed a layered multi-
hop network architecture in which the network nodes with the same hop-count to
the base station are grouped into the same layer. Channel access is a TDMA-based
MAC protocol combined with CDMA or FDMA. The super-frame is composed of
a control packet, a beacon frame, and a data transmission frame. The beacon and
data frames are time slotted. In the clustered network architecture, all members of a
cluster submit their transmission requests in beacon slots. Accordingly, the cluster
head announces the schedule of the data frame.

The routing protocol is a simple multi-hop protocol where each node has a for-
warder node at one nearer layer to the base station. The forwarding node was chosen
from candidates based on the residual energies. Ding et al. then formulated the
channel allocation problem as an NP-complete problem and proposed a suboptimal
solution. Moreover, the transmission range of the sensor nodes is a decision variable,
since it affects the layering of the network (the hop-counts change). Simulations
were run to find a good range of values for a specific scenario. The proposed system
in [14] is a well-defined MAC/Routing system. However, the tuning of the range
parameter is an important task that should be done at system initialization. In addi-
tion, all node-to-sink paths are defined at the startup and are defined to be static,
since channel frequency assignments of nodes are done at the startup accordingly.
This makes the system intolerant to failures.

Geographic Random Forwarding (GeRaF) is actually proposed as a routing pro-
tocol, but the underlying MAC algorithm is also defined in the work, which is based
on CSMA/CA [15]. This work gives a complete (but not integrated) solution for a
sensor network’s communication layers. The difficulty of the system proposed is its
need for an additional radio, which is used for the busy-tone announcement. Rugin
et al. [16] and Zorzi [15] improved GeRaF by reducing it to a one-channel system.
However, the sensor nodes’ and their neighbors’ location information is needed for
those protocols. Besides, the forwarding node is chosen among nodes that are awake
at the time of the transmission request. That may result in routing with more power
consumption and an increase in latency.

11.5 Open Issues and Conclusion

Figure 11.8 gives a comparison of the MAC protocols investigated. The column
heading “Time Synchronization Needed” indicates whether the protocol assumes
that the time synchronization is achieved externally and “Adaptivity to Changes”
indicates the ability to handle topology changes. The two S-MAC variants, namely,
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Time sync Comm. pattern Type Adaptivity to
needed support changes
S5-MACQT-MAC/DSMAC  No All CSMA Good
WiseMAC No All np-CSMA Good
TRAMA Yes All TDMA/CSMA Good
Sift No All CSMA/CA Good
DMAC Yes Convergecast TDMASlotted Aloha Weak

Fig. 11.8 Comparison of MAC protocols

T-MAC and DSMAC, have the same features as S-MAC (Fig. 11.4). The cross-layer
protocols include additional layers other than the MAC layer and are not considered
in this comparison. Although there are various MAC layer protocols proposed for
sensor networks, there is no protocol accepted as a standard. One of the reasons for
this is that the MAC protocol choice will, in general, be application dependent, which
means that there will not be one standard MAC for sensor networks. Another reason
is the lack of standardization at lower layers (physical layer) and the (physical) sensor
hardware.

TDMA has a natural advantage of collision-free medium access. However, it
includes clock drift problems and decreased throughput at low traffic loads due to
idle slots. The difficulties with TDMA systems are synchronization of the nodes and
adaptation to topology changes when these changes are caused by insertion of new
nodes, exhaustion of battery capacities, broken links due to interference, the sleep
schedules of relay nodes, and scheduling caused by clustering algorithms. The slot
assignments, therefore, should be done with regard to such possibilities. However,
it is not easy to change the slot assignment within a decentralized environment for
traditional TDMA, since all nodes must agree on the slot assignments.

In accordance with common networking lore, CSMA methods have a lower delay
and promising throughput potential at lower traffic loads, which generally happens
to be the case in wireless sensor networks. However, additional collision avoidance
or collision detection methods should be employed. FDMA is another scheme that
offers a collision-free medium, but it requires additional circuitry to dynamically
communicate with different radio channels. This increases the cost of the sensor
nodes, which is contrary to the objective of sensor network systems.

CDMA also offers a collision-free medium, but its high computational require-
mentis a major obstacle for the less energy consumption objective of sensor networks.
In pursuit of low computational cost for wireless CDMA sensor networks, there has
been limited effort to investigate source and modulation schemes, particularly signa-
ture waveforms, designing simple receiver models, and other signal synchronization
problems. If it is shown that the high computational complexity of CDMA could
be traded-off against its collision-avoidance feature, CDMA protocols could also
be considered as candidate solutions for sensor networks. Lack of comparisons of
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TDMA, CSMA, or other medium-access protocols in a common framework is a
crucial deficiency of the literature.

Common wireless networking experience also suggests that link-level perfor-
mance alone may provide misleading conclusions about the system performance. A
similar conclusion can be drawn for the upper layers as well. Hence, the more lay-
ers contributing to the decision, the more efficient the system can be. For instance,
the routing path could be chosen depending on the collision information from the
medium-access layer. Moreover, layering of the network protocols creates overheads
for each layer, which causes more energy consumption for each packet. Therefore,
integration of the layers is also a promising research area that needs to be studied
more extensively.
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Chapter 12 ®)
Cooperative Multi-channel Access oo

for Industrial Wireless Networks Based
802.11 Standard

12.1 Introduction

Cooperative communication, which can achieve spatial diversity by exploiting
distributed virtual antennas of cooperative nodes, has attracted much attention
because of its ability to mitigate fading in wireless networks. Previous studies have
shown that significant gain can be obtained through cooperative communication in
terms of reliability, coverage range, and energy efficiency.

IEEE 802.11 networking is entering a new phase with the ongoing standardization
of IEEE 802.11s and the recent introduction of Wi-Fi Direct technology. The new
technologies will allow 802.11 devices to easily communicate directly with each
other by forming a mesh network, which will open up new avenues for device-to-
device communication. The full potential of these avenues lies in allowing multiple
simultaneous transmissions in a given radio neighborhood, which is a challenge
for current 802.11 mesh networks based on a fixed single-channel communication
architecture. To address this, multi-channel communication techniques are being
investigated in order to allow multi-channel access in 802.11 mesh. This chapter
focuses on the practical utilization of a novel cooperation approach at the Media
Access Control (MAC) layer to allow multi-channel access in 802.11 mesh networks.

CAMMAC-802.11 and Distributed Interference-Aware Relay Selection (DIRS)
algorithm have been proposed for IEEE 802.11-based wireless networks with mul-
tiple source-destination pairs. CAMMAC-802.11 is the new protocol that employs
a novel approach to control plane cooperation called Distributed Information Shar-
ing (DISH), which was introduced to solve the Multi-Channel Coordination (MCC)
problem. Real-world experiments were carried out in a mesh testbed to evaluate the
protocol performance and compare it with that of the IEEE 802.11 MAC. CAMMAC-
802.11 is a feasible protocol choice for the 802.11 mesh networks and can indeed
reap the benefits of using multiple channels [1]. Besides, to mitigate the impact of
inter-node interference, [1] proposed a DIRS algorithm that selects a relay node with
consideration of both: inter-node interference and channel conditions. The algorithm
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is efficient as shown by simulation results and it is also practical as it only requires
local information instead of network topology information. Moreover, in order to
decrease end-to-end delay and AP access delay, a cooperative association mecha-
nism has been proposed for managing wireless mesh networks [2].

12.2 Throughput Enhancement

Throughput maximization is a key challenge to numerous applications in Wire-
less Mesh Networks (WMNSs). As a potential solution, cooperative communications,
which may increase link capacity by exploiting spatial diversity, has attracted a lot
of attention [3, 4]. However, if link scheduling is considered, this transmission mode
may perform worse than direct transmission in terms of end-to-end throughput, since
the sending/receiving of cooperative relays incurs extra interferences. CAMMAC-
802.11 was used in [5] as a method to maintain throughput at a high level com-
pared with using typical 802.11 standard, and [6] used directional antennas while the
authors in [7] introduced a special algorithm called NEgotiation-based Throughput
Maximization Algorithm (NETMA) to maximize this metric.

12.2.1 CAMMAC-802.11

CAMMAC-802.11 uses a control channel to allow nodes to (1) negotiate for data
channels, (2) alert nodes of MCC problem and (3) share neighbor information. The
control channel can be from a licensed spectrum or an unlicensed band. If no licensed
band is available and channels in the unlicensed bands are occupied, CAMMAC-
802.11 network still can use the least occupied channel as the control channel, but
will have to share the bandwidth with other 802.11 networks present on that channel.
CAMMAC-802.11 protocol uses the 802.11 (a/b/g/n) physical layer (PHY), so the
standard channel bandwidth, both for the control channel and data channel, will be
PHY based. For the purpose of cooperation, nodes maintain a spectrum usage table
and a neighbor table. The spectrum usage table stores channels that are currently
in use in the network. Each entry consists of Tx Rx MAC addresses, data channel,
and corresponding expiration time. The neighbor table contains information about
node’s neighbors and non-conflicting neighbors, i.e., neighbors that cannot hear each
other. The CAMMAC-802.11 is specifically designed as a multi-channel extension
of the IEEE 802.11 MAC. The original CAMMAC [8] cannot be used because its
design is generic and not compatible with the 802.11 MAC. The design and protocol
implementation of CAMMAC-802.11 was indicated in [5].

Four experiments were conducted, one based on the 802.11 MAC which used a
single channel and the others based on CAMMAC-802.11 with 1 control and 4(CAM
4chnl)/3(CAM 3chnl)/2(CAM 2chnl) data channels. CAM 4chnl experiment was
free of channel conflict as enough channels were available for 4 pairs and we used
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Fig. 12.1 802.11 MAC versus CAMMAC-802.11 throughput performance

a proper channel selection strategy (choose the previously used channel first). For
CAM 3chnl and CAM 2chnl experiments, conflict may occur within the network
due to lack of enough data channels. In the experiments, we used train size of 20
(TxOp (transmission opportunity) =11 ms) for CAMMAC-802.11. The measured
aggregated throughput (Flow 1+2+3 +4) result is shown in Fig. 12.1. As shown, the
performance of the CAMMAC-802.11 slightly trails behind that of 802.11 when the
traffic load (sum of applied loads at the 4 Tx) is low (16 Mbps or less). This is because
for low-traffic loads when a single channel is sufficient for channel contention in the
case of 802.11, the control session of the CAMMAC-802.11 acts as an overhead and
degrades the performance.

In Fig. 12.2, paper [5] has presented the per node throughput results with the
varying network size (number of Tx—Rx pairs) and 14 Mbps traffic load per trans-
mitter. The CAMMAC-802.11 results are for varying number of data channels. For
a given network size, we start experiment with the number of data channels equal to
the number of pairs and keep repeating the experiment with one less data channel till
we have only two data channels left. For all the 802.11 experiments, we use only one
data channel. The CAMMAC_xless legend in Fig. 12.2 represents an experiment,
where the number of data channels used is x less than the number of pairs in the
experiment. For example, CAMMAC legend (or CAMMAC_0less) represents the
experiment with the number of data channels equal to the number of pairs. If we
compare 802.11 throughput for 2 pairs with that of CAMMAC-802.11 throughput
in which 4 pairs with 3 data channels (CAMMAC_1less) and CAMMAC-802.11
compared with 4 pairs with 2 data channels (CAMMAC_2less), we find that 802.11
throughput falls in between and is comparable with the CAMMAC_2less through-
put. Keeping in mind that the hardware CAMMAC-802.11 will perform better, the
comparison can roughly be interpreted as: if CAMMAC-802.11 has n channels, it
can support n times the number of nodes supported by the 802.11 standard with
comparable per node throughput. This shows the advantage of multi-channel access,
when it comes to the scalability of mesh networks.
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12.2.2 Using Directional Antennas

Paper [6] has studied the throughput maximization problem in cooperative WMNs
under multiple constraints (i.e., antenna mode selection, transmission mode selection,
link scheduling, and flow routing). Considering the special features of directional
antennas and cooperative communications, it first extended the links and classified
them into cooperative links/general links. Then, depending on different beamforming
strategies at the transmitters, it formed cooperative conflict graphs to describe the
interference relationship among those extended links. After that, it mathematically
formulated the end-to-end throughput maximization problem with the fairness of
radio resource allocation. By numerical simulations, we demonstrate that the scheme,
in which the transmitters beamform to the receivers and cooperative communications
is considered, is better than the other schemes in terms of end-to-end throughput in
cooperative WMN:ss.

In Fig. 12.3, we compare the throughput performance of different schemes with
different combinations of beamforming strategies and transmission modes in multi-
hop cooperative WMN:Ss. In this figure, both DA + CC and OA + CC denote the cross-
layer designs with a joint consideration of antenna mode selection and transmission
mode selection, where the transmitter uses directional antennas and beamform to the
receiver in DA + CC, and the transmitter uses omnidirectional antennas in OA + CC;
DA and OA denote the schemes only considering antenna mode selection, where
directional antennas and omnidirectional antennas are employed by the transmitters
in the network, respectively; OA-All denotes the scheme without any consideration
of antenna mode selection or transmission mode selection, where all nodes use omni-
directional antennas for transmissions. As shown in Fig. 12.3, DA + CC outperforms
the other schemes in terms of end-to-end throughput in cooperative WMNS. It is not
surprising that OA-All has the worst performance because it only considers tradi-
tional link scheduling and flow routing, and has no concern about either transmission
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mode selection or antenna mode selection. OA is better than OA-All in the sense that
OA allows the receivers to beamform to the transmitters. OA is inferior to OA +CC
since OA ignores the opportunities of cooperative communications. Although DA
neglects the cooperative communications as well, it is still superior to OA + CC due
to the trunking throughput gain brought by directional antennas of the transmitters.
Compared with DA and OA + CC, DA + CC further improves the end-to-end through-
put in cooperative WMNs, even though DA + CC sacrifices the opportunities to use
the potential cooperative relays beyond the beamforming area of the transmitters.

12.2.3 Negotiation-Based Throughput Maximization
Algorithm

For the case of cooperative access points, the authors in [7] presented a NEgotiation-
based Throughput Maximization Algorithm (NETMA), which adjusts the operating
frequency and power level among access points autonomously, from a game theo-
retical perspective. The authors showed that this algorithm converges to the optimal
frequency and power assignment which yields the maximum overall throughput with
arbitrarily high probability. Moreover, they analyze the scenario where access points
belong to different regulation entities and hence noncooperative.

NETMA converges to the optimum solution with arbitrarily high probability. For
the noncooperative scenarios, the authors show the existence and the inefficiency
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of Nash equilibria due to the selfish behaviors. To bridge the performance gap, we
propose a linear pricing scheme which tremendously improves the performance in
terms of overall throughput. The analytical results are verified by simulation.

As indicated by the OP curve, the global optimum obtained by enumeration
approach functions as the upper bound of the overall throughput. In Fig. 12.4, we
observe that NETMA gradually catches up with the global optimum as negotiations
go. As expected, the noncooperative APs yield remarkably inferior performance in
terms of overall throughput, depicted by the Noncooperative Throughput Maximiz-
ing Game (NTMG) curve. The inefficiency is due to the selfish behavior that APs
transmit at the maximum power and are regardless of the interference. The existence
of Nash equilibrium in both Cooperative Throughput Maximization Game (CTMG)
and NTMG are substantiated by the convergence of curves in Fig. 12.4.

Figure 12.5 pictorially depicts the performance inefficiency of NTMG caused by
the noncooperative APs, which transmit at the maximum power. The average through-
put per AP is calculated by averaging the results of 50 simulations, for each value of
the side length d. In Fig. 12.5, it is worth noting that as the side length d gets bigger,
the performance gap between NETMA and NTMG reduces. The reason is that when
the area is large, the impact of mutual interference is less severe and so is the perfor-
mance deterioration. However, when the network is crowded, the selfish behaviors
are remarkably devastating. The throughput improvement is illustrated as Nonco-
operative Throughput Maximization Game with Pricing (NTMGP) in Fig. 12.5. It
is noticeable that by utilizing the proposed pricing scheme, the efficiency of Nash
equilibrium is dramatically enhanced, especially for crowded networks. Therefore,
the selfish incentives of the noncooperative APs have been effectively suppressed.
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12.3 Access Delay

In [2], the concept of cooperative association was introduced, where the stations
(STAs) can share useful information in order to improve the performance of the
association/handoff procedures. The association/handoff procedures are important
components in a balanced operation of 802.11-based wireless mesh networks. Fur-
thermore, it introduces a load-balancing mechanism that can control the communica-
tion load of each mesh AP in a distributed manner. It has simulated a VoIP application
in the 802.11-based wireless mesh network. In its simulations, we have uniformly
placed several VoIP clients in the network. We run different simulation scenarios,
where we vary the number of the VoIP sessions that are supported in parallel.

First of all, we measure the average local client access delay in the network. In
practice, this delay reflects the time from when the packet is generated until it leaves
the client interface. Figure 12.6 depicts the average VoIP client access delay. The
load-balancing mechanism (enhanced with cooperation) achieves the lower client
access delays in the network. The load-balancing mechanism minimizes the channel
access delay, while it provides a cell breathing to the overloaded cells. The associated
STAs are optimally associated in order to maintain a balanced network operation.
Consequently, the load-balancing mechanism keeps the client access delay in low
level while the traditional 802.11 operation overloads the network and the client
access delay is continually increased. In high-load conditions, the delay improvement
that is introduced by the load balancing mechanism is quite impressive.
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Figure 12.7 depicts the average local VoIP AP access delay in the network. This
delay is the time between the arrival of a VoIP packet to the AP until it is either
successfully transmitted over the wireless mesh network or dropped. It is clear that
we get the same simulation results with the client access delay. The load-balancing
mechanism (enhanced with cooperation) has the best performance. In 802.11, the
overloaded APs (in high load conditions) have a lot of traffic to forward to the mesh
backhaul network. The main consequence is that the VoIP packets have to wait for
a long time to be transmitted by the APs, introducing in this way huge AP access
delays.

In Fig. 12.8, we observe the average end-to-end delay in the VoIP packet trans-
mission. The end-to-end delay is affected by the previous two kinds of delays that
we have described in detail and the routing delay that is introduced in the back-
haul network. The load-balancing mechanism (enhanced with cooperation) achieves
lower end-to-end delays in the network. Especially in high-load network operation,
the delay improvement is huge. This improvement is true due to the fast VoIP client
and AP access in the network, the effective link aware AODV (Ad Hoc On-Demand
Distance Vector) routing protocol in the mesh backhaul and the sophisticated cell
breathing achieved by the load balancing mechanism in overloaded cells. The most
interesting result is depicted in Fig. 12.8, the pure 802.11 operation can support at
most 14 sessions in parallel while the proposed load-balancing mechanism has the
capability to support 24 sessions in parallel. Therefore, we gain approximately 72.5%
network performance improvement. The network capabilities are expanded by the
use of the sophisticated load-balancing mechanism.
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12.4 Mitigating the Impact of Inter-node Interference

Paper [1] studies the interference-aware relay selection for IEEE 802.11 DCF-based
wireless networks with multiple active source—destination pairs. It first illustrated
that relay selection without considering inter-node interference will degrade rather
than improve the network performance in some cases, and further propose an algo-
rithm called Distributed Interference-Aware Relay Selection (DIRS) to select the
relay node with considerations of both inter-node interference and channel condi-
tions. Under DIRS algorithm, each source—destination pair only requires local infor-
mation to select a relay node independently without any network topology knowl-
edge. Through simulation, it demonstrated the effectiveness of the proposed DIRS
algorithm and illustrate that inter-node interference can be mitigated by effectively
selecting relays using DIRS.

Figure 12.9 reveals the total network throughput varying with source nodes traffic
load that is the value of x. As each node traffic load increases, the total network
throughput of the three approaches: our proposed relay transmission, direct trans-
mission and traditional relay transmission all increase up to saturation, however, the
proposed relay transmission always significantly outperforms direct transmission
and traditional relay transmission. In Fig. 12.9, it is worth pointing out the fact that
in the particular case of traditional relay transmission the total network through-
put decreases significantly after reaching saturation before it finally stabilizes. This
is because of the fact that the traditional relay transmission mode, exploits a relay
selection algorithm based purely on wireless channel conditions and without the
consideration of inter-node interference. It is neglecting the impact of inter-node
interference that translates into the aforementioned decrease in throughput that we
can appreciate in the graph and which will greatly affect network performance of
cooperative networks with high network traffic. The proposed algorithm (DIRS)
overcomes this by accounting for inter-node interference when performing relay
transmission.

Figure 12.10 depicts the collision probability adopting the three different trans-
mission modes. The collision probability of the proposed relay transmission, direct
transmission, and traditional relay transmission all stabilize as the source nodes
traffic load increase, however, the consideration of inter-node interference by the
proposed relay transmission results in a collision probability that is always lower
than direct transmission and traditional relay transmission. The simulation studies
in this section, on the one hand, demonstrate the effectiveness of the proposed DIRS
algorithm and on the other hand, they also illustrate that the inter-node interference
can be mitigated by effectively selecting relays considering both the wireless channel
conditions and Channel Idle Ratio (CIR) in IEEE 802.11 distributed coordination
function (DCF)-based wireless networks with multiple source—destination pairs.
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12.5 Conclusions

In this chapter, by using CAMMAC-802.11 the throughput of industrial wireless
mesh networks can be enhanced. We can also achieve this advantage by using direc-
tional antennas and negotiation-based throughput maximization algorithm. In order
to eliminate the association/reassociation delays, a new association mechanism which
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introduces cooperation between the STAs in a wireless mesh network has been pro-
posed. Another aspect of this chapter is that inter-node interference can be mitigated
by effectively selecting relays using DIRS. In future work, we will focus on the com-
bination of methods to obtain much more effective results and consider the algorithms
and protocols in overlapping channels and Linux open-source drivers.
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Chapter 13 ®)
802.11 Medium Access Control DCF gesey

and PCF: Performance Comparison

13.1 Introduction

Nowadays, 802.11 standard [1] increasingly plays an important role in daily life as
well as in the industry by various applications and advantages such as low cost, quick
deployment, flexible configuration, user mobility support, etc. Thus, 802.11 also
attracts much attention of researchers. Along with evolutions of this standard from
802.11 b, g, n to ac, the main difference is in modulation method and improvement at
PHY layer, medium access control mechanisms almost not change except HCF which
is an optional mechanism for delay-sensitive applications. An evolution in medium
access control mechanisms is needed for higher performance 802.11 standard when
the improvements at PHY layer are more close to theoretical limitation.

There are two different access mechanisms that are widely used to gain access
to the shared wireless medium: the basic access mechanism, called the Distributed
Coordinate Function (DCF), and a centrally controlled access mechanism, called
the Point Coordinate Function (PCF). DCF implements the Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) algorithm with binary exponential
backoff algorithm for accessing the medium. This mechanism provides best-effort
type of service for the transfer of data. DCF uses either two-way handshaking or four-
way handshaking technique while transmitting the data. While two-way handshaking
uses explicit acknowledgement (ACK) for receipt confirmation, RTS and CTS frames
are used by four-way handshaking technique. In the PCF, access point within each
Basic Service Set (BSS) network performs the role of the Point Coordinator (PC).
Each superframe consists of a Contention Period (CP), where DCF is used and a
Contention-Free Period (CFP) where PCF is used. Together the CFP and CP are
repeated after every CFP Repetition Interval (CFPR). PCF must coexist with the
DCF method. Hence PCF periods will occur periodically.
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13.2 IEEE 802.11 Media Access Protocols

This section briefly covers the IEEE 802.11 medium access protocols. The 8§02.11
standard specifies a common Medium Access Control (MAC) Layer, which provides
a variety of functions that support the operation of 802.11-based wireless LANs. The
MAC Layer is responsible for coordinating the sharing of the physical layer (PHY).
The physical layer standards like IEEE 802.11, 802.11a and 802.11b share the same
MAC layer architecture. The 802.11 MAC layer uses the 802.11 PHY layer for
carrier sensing, transmission, and receiving the 802.11 frames. The 802.11 MAC
layer defines two modes of operation: Distributed Coordinate Function (DCF) and
Point Coordinate Function (PCF) (Fig. 13.1).

In a wireless channel, transmissions are separated by inter-packet gaps known
as Inter-Frame Spaces (IFS). Channel access is granted based on different priority
classes. These classes are mapped on different gap durations. Distributed-IFS (DIFS,
also known as DCF inter-frame space), Priority-IFS (PIFS, also known as PCF inter-
frame spacing), and Short-IFS (SIFS) are the different time intervals being used in the
wireless domain. While SIFS is the shortest time duration with the highest priority,
DIFS is the longest time duration with the lowest priority. In addition, IEEE 802.11
MAC employs another technique based on virtual carrier-sensing mechanism to
counter collisions. The technique uses a special entity known as Network Allocation
Vector (NAV). The NAV value specifies a node, the amount of time that it has to wait
before the channel will be available. The node transmitting the frames will include
the remaining duration of transmission, which is copied on to the NAV value by the
non-transmitting nodes. A node is not allowed to transmit when the NAV value is
nonzero even in the case of the CSMA operation reveals an idle channel. These time
frames and the NAV value are used in both DCF and PCF to provide collision-free
transmission.

CFPRate

CFPMaxDuration

Beacon

PCF DCF

Contention Free Period Contention Period

Fig. 13.1 IEEE 802.11 superframe DCF and PCF
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13.2.1 Distributed Coordinate Function (DCF)

DCF employs carrier sense multiple access with collision avoidance (CSMA/CA)
mechanism to access the channel. In addition, DCF also includes a binary exponential
random backoff mechanism to ensure low collision probability. It is best known for
its asynchronous data transmission (or best-effort service). DCF is the basic medium
access mechanism for both ad hoc and infrastructure modes. In DCF mode, a station
should ensure that the medium is free before it starts transmitting data over the
channel. In the case of a busy channel, the node has to wait until the transmission by
other node is complete. In addition, the node has to wait for another IFS amount of
time to provide a sufficient gap between subsequent frame transmissions.

The nodes operating in DCF mode use the distributed inter-frame space (DIFS)
(typically 50 ms for 802.11b) to transmit MAC frames. There are two basic rules that
need to be followed by every node operating in the DCF mode. First every station that
has data to transmit should confirm that the channel was idle for at least DIFS amount
of time. Second, it should wait a random amount of time when it has another datagram
to transmit after a successful transmission or it has a datagram to transmit but it was
denied channel access, as the channel was busy. More specifically, the station selects
arandom number called backoff time, in the range of 0 and contention window (CW).
Each time the carrier sense operation detects the medium to be idle, the backoff timer
decrements the backoff time. If a collision occurs after the expiration of the backoff
timer, the CW is doubled and the new backoff procedure will be initiated.

IEEE 802.11b standard specifies the transmission of an acknowledgement for
every successful datagram receipt. This would enable the transmitter to detect the
collision and retransmit the data. The transmitter expects an acknowledgement within
SIFS time frame. Only after receiving an ACK frame correctly, the transmitter
assumes that the data frame was delivered successfully. The SIFS and DIFS time-
frames enable the communicating pairs to complete the frame exchange sequence
without collision. Figure 13.2 describes the various phases involved in the DCF
mode. It can be observed that the data transmission has to go through phases like
DIFS deferral, contention phase, data transmission, SIFS deferral, and ACK trans-
mission phases before completing the frame exchange.

While DCF is fair with all the nodes present in the network, it does not work
well with the nodes transmitting/receiving multimedia traffic. This is because of
the fact that every node has to contend for the media in which case a node with
multimedia traffic may get very few chances to transmit data across the network.
In [2, 3], the authors have concluded that even though DCF provides deadlock-free
channel access, there are chances that a node may completely be starved of channel
access.
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Fig. 13.3 Example for point coordination function

13.2.2 Point Coordinate Function (PCF)

The PCF is an optional capability that provides contention-free frame transfer. In a
BSS, an Access Point (AP) also performs the functions of a Point Coordinator (PC).
All stations have to obey the medium access rules of the PCF, because these rules are
based on the DCF, and they set their NAV at the beginning of each Contention-Free
Period (CFP). Figure 13.3 shows the working of PCF mechanism.

An active PC needs to be present with an AP, which restricts PCF operation to
infrastructural networks. Data frames sent by, or in response to polling by, the PC
during the CFP shall use the appropriate data subtypes. To start the CFP, PC gains
the control of the medium by waiting PIFS period of time and then sends a beacon
frame. It is a control frame that has all the attributes used in the CFP period. If PC
has some data to send to the node then it sends data D1 along with a CF-POLL frame
in order to poll the station. Only those stations that are PCF enabled respond to the
CF-POLL. In this way, PC builds a polling list of all the PCF-enabled nodes. This
list is organized according to the nodes” MAC addresses. Upon receiving CF-POLL,
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stations wait for SIFS period of time and then either respond with data frame Ul
along with the acknowledgement of the D1 data received or if they don’t have any
data to send then they will send a null frame in order to release the medium. This
way PC will not wait for the PCF stations that don’t have any data to send. After
waiting for SIFS period, if the PC does not receive the data or null frame then it will
repeat the polling of the same node. It keeps repeating this until a maximum number
of poll failures (configurable parameter) occurs. It then drops that node in that CFP
period and moves to the next station. That node is polled first in the subsequent CFP
periods and the same process repeats in the subsequent CFP periods. The size of the
CFP interval is also manageable. The CFP repetition interval is used to determine
the frequency with which PCF occurs. The maximum size of the CFP will determine
the CF-Max-Duration field that is manageable too.

The operating characteristics of the PCF are such that all stations are able to operate
properly in the presence of a BSS in which a PC is operating, and, if associated with
a point-coordinated BSS, are able to receive all frames sent under PCF control. A
station that is able to respond to CF-Polls is referred to as being CF-Pollable, and
may request to be polled by an active PC. CF-Pollable stations and the PC do not
use RTS/CTS in the CFP. If the addressed recipient of a CF transmission is not CF-
Pollable, that station acknowledges the transmission using the DCF acknowledgment
rules, and the PC retains control of the medium.

13.3 Performance Comparison

This section provides a comparison of DCF and PCF in terms of access delay and
throughput. Through the comparisons and simulation results, characteristics of DCF
and PCF will be shown out more clearly.

In the first considered scenarios, simulation results in [4] compare average WLAN
delays of PCF and DCF stations. Since they have no contention when accessing
the medium and need less number of retransmissions, the delays experienced by
the packets received by PCF stations are significantly lower than delays of DCFs
packets as in Fig. 13.4. In addition, PCF stations also observe less variation in delay
values of the received packets, which can be the main quality requirement for some
application types. Fluctuation in DCF’s delay due to the various backoff time after a
fail transmission. However, all stations in the simulation are active and the inactive
STAs are not mentioned.

In another approach, the theoretical analysis in [5] illustrates that in a practical
environment PCF meets a problem about polling overhead. Especially, it has lots of
inactive STAs in the range of PC. Because PC is a central coordinator that schedules
channel access for all other pollable stations, and maintains a list of pollable nodes.
At the beginning of CFP, it polls all stations in Round-Robin fashion. STAs receiving
poll respond back, either by transmitting data or null data frame. Thus, lots of inactive
stations cause significant overhead due to lots of null frames transmitted. Overhead
time can be computed as follows:
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Average WLAN Delay of PCF & DCF stations

| —+— DCF_wkstn —s— FCF_wistn |

0.2 -
0.18 1
0.16 1
- WW
0.12 1

0.1 4
0.08 4
0.06 -
0.04 4
0.02 3

Average WLAN Delay (sec)

T T T T T T T 1

0 10 20 30 40 50 60 70
Time (Sec)

Fig. 13.4 Average WLAN delay for a PCF against DCF stations

TpolFail = Tpon + SIFS + Tyun + SIFS (1.1

Polling overhead also is affected by packet size: the lager packet size, the lower
polling overhead. Because with large packet size active STAs seize channel in longer
time and then the ratio of Tpoyrai 18 reduced. Each medium access control method
has an advantage over the other in the relative contrast scenarios. PCF takes higher
performance in a high density of transmissions than DCEF, but the environment has
lots of inactive STAs, PCF meets pooling overhead problems that cause wasting
the medium access time as well as processing and energy resources of PC, STAs.
Whereas, DCF takes less resources, has better delay in low density of transmission
regardless of the number of inactive nodes, but due to the contention, performance
of DCF will drop down when the number of active node increases.

13.4 Conclusions

This chapter detailed the characteristics of DCF and PCF—two important channel
access mechanisms in IEEE 802.11. Overview about 802.11 MAC is introduced
first, then PCF and DCF mechanism is described in detail in Sect. 13.2. Also, this
chapter presented comparisons between DCF and PCF in two scenarios. Simulation
result as well as theoretical analysis result highlights the advantages and problems
of access mechanisms in each case. Through this comparison, new studies about
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optimized coexistence of DCF and PCF in IEEE 802.11 can be investigated. PCF
need awareness about the inactive nodes for better performance, and the adaptive
contention period can take advantages of DCF mechanism.
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Chapter 14 )
An Overview of Ultra-Wideband e
Technology and Its Applications

14.1 Introduction

Ultra-Wideband (UWB) is a technology anticipated to dominate the home network-
ing market and eventually provide carriers with an inexpensive LAN alterative. It
offers very high data rates, low power, less expensive cost [1, 2]. UWB provides 100
times the data speeds of Bluetooth solution and allows transmission of large amounts
of data i.e. video files between TVs or PCs as well as enabling high quality video
applications for portable devices [3-5].

Bluetooth, which named after the tenth century Danish King Harold Bluetooth, is a
hot topic among wireless developer. It was designed to allow low bandwidth wireless
connections to become to use simply and integrate seamlessly within short range
(10 m). Bluetooth wireless technology is the simple choice for wireless, short-range,
convenient communications between devices. It is a globally available standard that
wirelessly connects mobile phones, portable computers, cars, stereo headsets, MP3
players, and more.

There are more than 50 companies making UWB chips worldwide, including
Intel Corp. UWB is a very significant technology but it faces serious regulatory
hurdles as well. It is hard for UWB to move forward. The U.S. is the only country
to approve spectrum for use by UWB radios. Ultimately, the success of UWB will
depend on its low cost. With higher bandwidth, UWB will be adopted in enterprise
wireless Personal Area Network (PAN). With appropriate technical standards, UWB
devices can operate using spectrum occupied by existing radio services without
causing interference, thereby permitting scarce spectrum resources to be used more
efficiently. UWB will either become a new age communication or the end of an
old technology, and probably both will stay. This chapter presents the overview of
UWB technology and its potential application, and the UWB regulation standard
worldwide. The UWB short impulse and advantages/disadvantages UWB are also
presented.
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14.2 History and Background

Ultra-wideband communications is fundamentally different from all other commu-
nication techniques because it employs extremely narrow RF pulses to communicate
between transmitters and receivers. Utilizing short-duration pulses as the building
blocks for communications directly generates a very wide bandwidth and offers sev-
eral advantages, such as large throughput, covertness, robustness to jamming, and
coexistence with current radio services.

Ultra-wideband communications is not a new technology; in fact, it was first
employed by Guglielmo Marconi in 1901 to transmit Morse code sequences across
the Atlantic Ocean using spark gap radio transmitters. However, the benefit of a
large bandwidth and the capability of implementing multiuser systems provided by
electromagnetic pulses were never considered at that time.

Approximately fifty years after Marconi, modern pulse-based transmission gained
momentum in military applications in the form of impulse radars. Several pioneers
of modern UWB communications in the United States from the late 1960s was estab-
lishes such as Henning Harmuth of Catholic University of America and Gerald Ross
and K. W. Robins of Sperry Rand Corporation [6]. From the 1960s to the 1990s,
this technology was restricted to military and Department of Defense (DoD) appli-
cations under classified programs such as highly secure communications. However,
the recent advancement in micro processing and fast switching in semiconductor
technology has made UWB ready for commercial applications. Therefore, it is more
appropriate to consider UWB as a new name for a long-existing technology.

As interest in the commercialization of UWB has increased over the past several
years, developers of UWB systems began pressuring the FCC to approve UWB for
commercial use. In February 2002, the FCC approved the First Report and Order
(R&O) for commercial use of UWB technology under strict power emission limits
for various devices. Figure 14.1 summarizes the development timeline of UWB.

. FCC Approve the use
Military Radars and of Unlicensed UWB for
Spark Gap Covert Communication Commercial Purposes
Transmission, Hertz
and Marconi
!—A—\
1 T I I >
1900 1960 1990 2002 Standardization Efforts
Continue...

Fig. 14.1 A brief history of UWB developments
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Fig. 14.2 A narrowband signal in a the time domain and b the frequency domain
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Fig. 14.3 A low-duty-cycle pulse. T, represents the time that the pulse exists and 7 off represents
the time that the pulse is absent

14.3 UWB Concepts

Traditional narrowband communications systems modulate continuous waveform
(CW) RF signals with a specific carrier frequency to transmit and receive information.
A continuous waveform has a well-defined signal energy in a narrow frequency band
that makes it very vulnerable to detection and interception. Figure 14.2 represents a
narrowband signal in the time and frequency domains.

Asmentioned in Sect. 12.2, UWB systems use carrierless, short-duration (picosec-
ond to nanosecond) pulses with a very low duty cycle (less than 0.5%) for transmis-
sion and reception of the information. A simple definition for duty cycle is the ratio
of the time that a pulse is present to the total transmission time. Figure 14.3 and
Eq. 14.1 represent the definition of duty cycle.

on

Duty cycle = ———
Ton + Toff

(14.1)

Low duty cycle offers a very low average transmission power in UWB com-
munications systems. The average transmission power of a UWB system is on the
order of microwatts, which is a thousand times less than the transmission power of
a cell phone! However, the peak or instantaneous power of individual UWB pulses
can be relatively large, but because they are transmitted for only a very short time
(Ton <1 ns), the average power becomes considerably lower. Consequently, UWB
devices require low transmit power due to this control over the duty cycle, which
directly translates to longer battery life for handheld equipment. Since frequency is
inversely related to time, the short-duration UWB pulses spread their energy across
a wide range of frequencies—from near DC to several gigahertz (GHz)—with very
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Fig. 14.4 A UWB pulse in a the time domain and b the frequency domain. Compare the bandwidth
and power spectral density with those of the narrowband signal in Fig. 14.2

low power spectral density (PSD). Figure 14.4 illustrates UWB pulses in time and
frequency domains.

UWRB technology has the following significant characteristics [8].

14.3.1 High Data Rate

UWRB can handle more bandwidth-intensive applications like streaming video, than
either 802.11 or Bluetooth because it can send data at much faster rates. UWB
technology has a data rate of roughly 100 Mbps, with speeds up to 500 Mbps, This
compares with maximum speeds of 11 Mbps for 802.11b (often referred to as Wi-
Fi) which is the technology currently used in most wireless LANs; and 54 Mbps
for 802.11a, which is Wi-Fi at 5 MHz. Bluetooth has a data rate of about 1 Mbps
(Fig. 14.5).
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Fig. 14.5 Maximum range and data rate of different wireless technologies
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14.3.2 Low Power Consumption

UWRB transmits short impulses constantly instead of transmitting modulated waves
continuously like most narrowband systems do. UWB chipsets do not require Radio
Frequency (RF) to Intermediate Frequency (IF) conversion, local oscillators, mix-
ers, and other filters. Due to low power consumption, battery-powered devices like
cameras and cell phones can use in UWB.

14.3.3 Interference Immunity

Due to low power and high frequency transmission, USB’s aggregate interference
is “undetected” by narrowband receivers. Its power spectral density is at or below
narrowband thermal noise floor. This gives rise to the potential that UWB systems
can coexist with narrowband radio systems operating in the same spectrum without
causing undue interference.

14.3.4 High Security

Since UWB systems operate below the noise floor, they are inherently covert and
extremely difficult for unintended users to detect.

14.3.5 Reasonable Range

IEEE 802.15.3a Study Group defined 10 m as the minimum range at speed 100 Mbps
However, UWB can go further. The Philips Company has used its Digital Light
Processor (DLP) technology in UWB device so it can operate beyond 45 ft at 50 Mbps
for four DVD screens.

14.3.6 Large Channel Capacity

The capacity of a channel can be express as the amount of data bits transmis-
sion/second. Since, UWB signals have several gigahertz of bandwidth available that
can produce very high data rate even in gigabits/second. The high data rate capabil-
ity of UWB can be best understood by examining the Shannon’s famous capacity
equation:
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where C is the channel capacity in bits/second, B is the channel bandwidth in Hz, S
is the signal power and N is the noise power. This equation tells us that the capacity
of a channel grows linearly with the bandwidth W, but only logarithmically with the
signal power S. Since the UWB channel has an abundance of bandwidth, it can trade
some of the bandwidth against reduced signal power and interference from other
sources. Thus, from Shannon’s equation we can see that UWB systems have a great
potential for high capacity wireless communications.

14.3.7 Low Complexity, Low Cost

The most attractive of UWB’s advantages are of low system complexity and cost.
Traditional carrier based technologies modulate and demodulate complex analog
carrier waveforms. In UWB, Due to the absence of Carrier, the transceiver structure
may be very simple. The techniques for generating UWB signals have existed for
more than three Decades. Recent advances in silicon process and switching speeds
make UWB system as low-cost. Also home UWB wireless devices do not need trans-
mitting power amplifier. This is a great advantage over narrowband architectures that
require amplifiers with significant power back off to support high-order modulation
waveforms for high data rates.

14.3.8 Resistance to Jamming

The UWB spectrum covers a huge range of frequencies. That’s why, UWB signals
are relatively resistant to jamming, because it is not possible to jam every frequency
in the UWB spectrum at a time. Therefore, there are a lot of frequency range available
even in case of some frequencies are jammed.

14.3.9 Scalability

UWRB systems are very flexible because their common architecture is software re-
definable so that it can dynamically trade-off high-data throughput for range.



14.4 UWB Technologies 187

14.4 UWB Technologies

In the near future this technology may see increased use for high-speed short range
wireless communications, ranging and ad hoc networking. There are two competing
technologies for the UWB wireless communications, namely: Impulse Radio (IR)
and Multi-band OFDM (MB-OFDM). IR technique is based on the transmission
of very short pulses with relatively low energy. The MB-OFDM approach divides
the UWB frequency spectrum to multiple non-overlapping bands and for each band
transmission is OFDM. Several proposals based on these two technologies have been
submitted to the IEEE 802.15.3a. Both technologies are valid and credible.

14.4.1 Impulse Radio

In impulse radio UWB pulses of very short duration (typically in the order of sub-
nanosecond) are transmitted. Because of very narrow pulses the spectrum of the
signal reaches several GHz of bandwidth. The impulse radio UWB is a carrier-less
transmission. This technology has a low transmit power and because of narrowness of
the transmitted pulses has a fine time resolution. The implementation of this technique
is very simple as no mixer is required which means low cost transmitters and receivers.
Direct Sequence Ultra-Wideband (DS-UWB) and Time Hopping Ultra-Wideband
(TH-UWB) are two variants of the IR technique. These IR techniques DS-UWB and
TH-UWB are different multiple access techniques that spread signals over a very
wide bandwidth. Because of spreading signals over a very large bandwidth, the IR
technique can combat interference from other users or sources. It should be mentioned
that Direct Sequence Spread Spectrum (DSSS) and Time Hopping Spread Spectrum
(THSS) may be considered similar to DS-UW Band TH-UWB, respectively. There
are, however, differences between the spread spectrum and IR-UWB systems. Both
systems take advantage of the expanded bandwidth, while different methods are used
to obtain such large bandwidth. In the conventional spread-spectrum techniques,
the signals are continuous-wave sinusoids that are modulated with a fixed carrier
frequency, while in the IR-UWB (i.e., DS-UWB and TH-UWB), signals are basically
baseband and the narrow UWB pulses are directly generated having an extremely
wide bandwidth. Another difference is the bandwidth. For the UWB signals the
bandwidth has to be higher than 500 MHz, while for the spread spectrum techniques
bandwidths are much smaller (usually in the order of several MHz).

14.4.2 Multiband OFDM

Multi-band Orthogonal Frequency Division Multiplexing (MB-OFDM) is another
UWRB technology which uses the OFDM method. Multi-Band OFDM combines the
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Fig. 14.6 Proposed MB-OFDM frequency band plan

OFDM technique with the multi-band approach. The spectrum is divided into several
sub-bands with a —10 dB bandwidth of at least 500 MHz (Fig. 14.6).

The information is then interleaved across sub-bands and then transmitted through
multi-carrier (OFDM) technique. One of the proposals for the physical layer stan-
dard of future high speed Wireless Personal Area Networks (WPANs) uses MB-
OFDM technique. In this MB-OFDM WPANs proposal, the spectrum between 3.1
and 10.6 GHz is divided into 14 bands with 528 MHz bandwidth that may be added
or dropped depending upon the interference from, or to, other systems. In Fig. 14.6 a
possible band plan is presented, where only 13 bands are used to avoid interference
between UWB and the existing IEEE 802.11a signals. The three lower bands are used
for standard operation, which is mandatory, and the rest of the bands are allocated
for optional use or future expansions. MB-OFDM technology promises to deliver
data rates of about 110 Mbps at a distance of 10 m. For the UWB wireless sensor
applications data rates are low, but the (hoping) coverage might be much larger than
10 m. MB-OFDM may require higher power levels when compared to the IR tech-
nology. MB-OFDM technique is robust to multipath which is present in the wireless
channels.

The advantages of the MB-OFDM technique are as follows:

Capturing multipath energy with a single RF chain

Insensitivity to group delay variations

Ability to deal with narrowband interference at receivers

Simplified synthesizer architectures relaxing the band switching timing
requirements.

The disadvantages are as follows:

e Transmitter is more complex because of IFFT
e High peak-to-average power ratios
e OFDM synchronization problems.
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Table 14.1 Specifications comparison of MB-OFDM and IR DS-UWB techniques for WPAN

Specifications MB_OFDM IR(DS-UWB)
Number of sub-bands | 3 mandatory, up to 14 2 (3.1-4.85 GHz and
6.2-9.7 GHz)
Sub-band bandwidth 528 MHz 1.75 GHz (lower band)
3.5 GHz (higher band)
Number of sub-carriers | 122 No sub-carriers (baseband signals)
Spreading factor 1,2 1-24
Data rates (Mbps) 55, 80, 110, 160, 200, 320, 480 28,55, 110, 220, 500, 660, 1000,
1320 (lower band)
Modulation QPSK BPM, MBOK
Multiple access Based on time-frequency codes Based on PN codes

14.4.3 Comparison of UWB Technologies

The comparison of IR DS-UWB and MB-OFDM UWRB techniques in terms of inter-
ference from, or to, other systems, robustness to multipath, performance, system’s
complexity and achievable range-data rate performance for the WPAN applications
is provided as in Table 14.1.

14.5 Technologies and Standards

14.5.1 Bluetooth

Bluetooth [7] is a globally available standard that wirelessly connects mobile phones,
portable computers, cars, stereo headsets, MP3 players, and more. It is an ad hoc
technology that requires no fixed infrastructure and is simple to install and set up.
Since the first release of the Bluetooth specification in 1999, over 4000 companies
have become members in the Bluetooth Special Interest Group (SIG). Meanwhile,
the number of Bluetooth products on the market is multiplying rapidly. A simple
example of a Bluetooth application is updating the phone directory of your mobile
phone. You would have to either manually enter the names and phone numbers of
all your contacts or use a cable or IR link between your phone and your PC and start
an application to synchronize the contact information. With Bluetooth, this could all
happen automatically and without any user involvement as soon as the phone comes
within range of the PC.
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14.5.2 UWB

UWRB is designed to replace cables with short-range, wireless connections, but it
offers much higher bandwidth needed to support huge amounts of data streams at very
low power levels [9]. Examples include media players, monitors, cameras, and cell
phones. Because UWB can communicate both relative distance and position, it can
be used for tracking equipment, containers or other objects. UWB chipsets are built
in complementary metal oxide semiconductor, so they rival inexpensive Bluetooth
price when produced in volume. A recent technology demonstration showed a UWB
device transmitted at a data rate of 110 Mbit/s at a range of up to 10 m.

As shown in Fig. 14.7, unlike conventional radio systems, which operate within
a relatively narrow bandwidth, ultra-wideband operates across a wide range of fre-
quency spectrum by transmitting a series of extremely narrow (10-1000 ps) and low
power pulses. The possible use of UWB technology in communications ranges from
WLAN-like office or home networking and Internet access. By using 80% less power
than 802.11a, UWB chipsets can work with smaller device such as PDAs and mobile
phones without unduly burdening their batteries.

The primary advantages of UWB are high data rates, low cost, and low power.
Because UWB is spectrum hopping, and only for a tiny fraction of a second, UWB
causes less interference than narrowband radio designs, nearby neighbors will not
interfere with other UWB networks. An additional UWB feature, precise ranging, or
distance measurement is used for location identification, i.e. tracking persons. UWB
uses very little power with long battery life. For the security issue, it is extremely hard
to eavesdrop. It is like trying to track someone in a very busy street who continually
changes different colors of clothes while running at extreme fast speed. Despite the
many benefits of UWB, it is currently embroiled in specification and standardization
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Table 14.2 Comparison of UWB and Bluetooth

Technology UWB Bluetooth

Spectrum (GHz) 3.1-10.6 2.4

Typical range (m) 10-30 10

Technology OFDM or DS-UWB Adaptive frequency-hopping spread

spectrum

Max data rate 1 Gbit/s 1 Mbit/s

Typical application | Wireless synchronization and data | Low-bandwidth wireless
transmission interconnect for synchronizing data

Availability After 2007 Now

wrangling within the standard issuing bodies of the world and the USA, namely
IEEE, ITU and the FCC (Federal Communications Commission).

The drawback is such speeds only work over short distances. Communication
speed is a function of bandwidth, power, and distance. The crossover point for UWB
versus 802.11a wireless is 10 m—Iess than 10 m, and UWB has higher bandwidth,
but over 10 m, 802.11a wins. Because of UWB’s distance limitations, it will primarily
be used for high-bandwidth local networks where the receiver can be plugged in, and
not for cellular. Another drawback is that UWB standards battle remains unresolved.
Itis likely that UWB and Bluetooth could both be integrated into end-devices to serve
different application spaces. Table 14.2 compares the both technologies in spectrum,
range, data rate, and user applications aspects.

Electromagnetic waves with instantaneous bandwidth greater than 25% of the
center operating frequency or an absolute bandwidth of 1.5 GHz or more are referred
to be ultra-wideband (UWB) signals. UWB radio systems with bandwidths more
than 1.5 GHz but an instantaneous bandwidth less than 25% of the center operating
frequency can be designed using traditional RF components (antennas, frequency
synthesisers, amplifiers and filters) which are reasonably straightforward to produce.
On the other hand, UWB systems designed at lower frequencies (typically less than
3 GHz) with an instantaneous bandwidth greater than 25% of the center operating
frequency require a more novel approach.

14.5.3 UWRB Standards

14.5.3.1 1EEE 802.15.3

IEEE 802.15.3 is the IEEE standard for high data rate (20 Mbit/s or greater) Wireless
Personal Area Networks (WPAN) to provide Quality of Service (QoS) for real time
distribution of multimedia content. IEEE 802.15.3 is accomplished by the IEEE
P802.15.3 High Rate (HR) Task Group (TG3). The task group is charged with
defining a universal standard of ultra-wideband radios capable of high data rate
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over a distance of 10 m using the 3.1—10.6 GHz band (see Fig. 14.1) for TVs, cell
phones, PCs, and so forth. Besides a high data rate, the new standard will provide
for low power, low cost solutions addressing the needs of portable consumer digital
imaging and multimedia applications. In addition, ad hoc peer-to-peer networking,
security issues are considered. When combined with the 802.15.3 PAN standard,
UWB will provide a very compelling wireless multimedia network for the home.

The IEEE 802.15.3 standard enables wireless multimedia applications for portable
consumer electronic devices within home coverage. The standard supports wireless
connectivity for gaming, printers, cordless phones and other consumer devices. It
can be used to develop wireless multimedia applications including wireless surround
sound speakers, portable video displays, digital video cameras. It addresses the need
for mobility, quality of service (QoS) and fast connectivity for the broad range of
consumer electronic devices.

14.5.3.2 WiMedia UWB

The WiMedia Alliance is a nonprofit open industry association that promotes and
enables the standardization and multi-vendor interoperability of ultra-wideband
worldwide. The new WiMedia Alliance represents a combination of WiMedia with
the Multiband OFDM Alliance SIG (MBOA-SIG). Both are two leading organi-
zations. They will publish and manage the industry UWB specifications for rapid
adoption by for mobile, consumer electronics and PC applications. The MBOA-SIG
Promoter companies include Alereon, HP, Intel, Kodak, Microsoft, Nokia, Philips,
Samsung Electronics, Sony, etc. MBOA member companies are actively engaged
with IEEE standards process.

The MOBA will announce its specifications for a physical layer (“PHY”’) and
Media Access Control layer (“MAC”) to enhance personal electronic devices mobil-
ity. The MBOA MAC and PHY specifications will serve as the common radio plat-
form for industry standards. The MBOA MAC and PHY specifications, as published
in ECMA-368, are intentionally designed to adapt to various requirements set by
global regulatory bodies. The Multiband OFDM Alliance (MBOA) has devised its
own media access control (MAC) layer, in effect rejecting the MAC mandated by the
IEEE for the upcoming 802.15.3a standard. Enhanced support for mobility, mesh
networking and management of Piconets will be the key to the new MAC. Other
application-friendly features in MBOA include the reduced level of complexity per
node, long battery life, support of multiple power management modes and higher
spatial capacity.

14.5.3.3 End User Applications
WB has many other applications, for instance, medical imaging, automobile

collision-avoidance systems, firefighters and police looking through walls, as well
as finding and tracking assets and people. This is a technology which, in at least
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some applications, could be saving lives. For MBOA UWB, anticipated early appli-
cations include the exchange of media content over high-data consumer electronics
devices including MP3 players, personal media players (PMPs), set-top-boxes, digi-
tal cameras, hard-drives, printers/scanners, home-theater equipment, mobile phones,
personal computers and video gaming platforms.

14.5.4 Marketplace and Vendor Strategies

The two sides in UWB standards battle are more polarized in wireless personal area
networking market. It is sort of hard on both end users and vendors. It’s obvious
how end users suffer. They have to gamble on a standard proposal that might lose.
For enterprise users, the risk may be unacceptable, leaving them, not with two (or
three) options, but with none. If one of the proposals wins, the companies that were
involved in the losing proposal certainly take a serious hit. All their development time
and investment is gone, and they have to design and build new chips. This could take
two years or so. Even the winners have extra, competitive pressure from the desire
to set a standard means they probably haven’t been able to make as much money as
they otherwise might off of a slow but steady start in a more cohesive marketplace.
Marketing and promotion expenses are high for both groups.

One way of resolving a conflict that doesn’t seem to be getting any better through
the normal standards process is to let the parties fight it out in the marketplace. That
is to say, let them ship products, and see which ones eventually win. The risk of
picking the wrong standard creates a real reason to adopt a “wait and see” attitude
towards new standards. The basic advice for standards battles is to stay clear. Waiting
until the dust settles a bit and you can tell what the standard is before adopting one.

14.6 UWB Applications

Although it is claimed that many exotic applications would benefit from UWB tech-
nology, the literature search revealed that there are two main potential UWB applica-
tion areas: communications and radar/sensor. For both areas, the basic UWB system
components include transmitter sources, modulators, RF pulse generators, detection
receivers and wideband antennas. There has been a significant amount of research
into the development of UWB components over many years. It is suggested that the
antenna design remains to be a significant challenge. The options being considered
include loaded dipoles, TEM horns, biconicals and ridged horns, spiral and large
current antennas, each with a variety of advantages and disadvantages.

The high-data-rate capability of UWB systems for short distances has numerous
applications for home networking and multimedia-rich communications in the form
of WPAN applications. UWB systems could replace cables connecting camcorders
and VCRs, as well as other consumer electronics applications, such as laptops, DVDs,
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Table 14.3 UWB capabilities compared to other IEEE standards

IEEE Standard
WLAN Bluetooth | WPAN UWB ZigBee
802.11a |802.11b |802.11g |802.15.1 |802.15.3 |802.15.3a |802.15.4
Frequency | 5 2.4 2.4 2.4 2.4 3.1-106 |24
(GHz)

Max data | 54 Mbps | 11 Mbps |54 Mbps | 1 Mbps 55 Mbps | >100Mbps| 250 Kbps
rate

Max 100 100 10 10 10 10 5
range (m)

digital cameras, and portable HDTV monitors. No other available wireless technolo-
gies—such as Bluetooth or 802.11a/b—are capable of transferring streaming video.
Table 14.3 compares UWB technology and other currently available data communi-
cations standards.

In fact, many of the current communications and radar/sensor devices are band
limited due largely to the bandwidth limitations imposed by the antennas which act
as band pass filters in UWB transmissions. More recent system proposals do not
rely on band limited transmissions which, in turn, brings about the requirements for
modification. The following sub-sections summaries the likely communications and
radar/sensor applications.

14.6.1 Communications

It is argued that the types of potential communications devices to be deployed will
largely be dictated by the emission limits enforced by regulatory authorities. The
maximum operating distance and the transmission rate will be the key parameters
for the performance assessment of the UWB communications systems. Operational
characteristics of some of the devices are outlined below.

Handheld transceiver designed for full duplex voice and data transmissions up to
128 kbps, operating at 1.5 GHz with an instantaneous bandwidth of 400 MHz’s. The
peak output power is measured to be 2 W and the LOS range is up to 2 km. With
small gain antennas, the range extends up to 32 km. Ground wave communications
system designed for non-LOS digital voice and data transmission up to 128 kbps,
operating in the 30-50 MHz band over a range of 16 km with a peak power of
approximately 35 W. Asymmetric, bi-directional video/command and control UWB
transceivers designed to operate in the range 1.3—1.7 GHz with transmission rates
up to 25 Mbps using 4 W peak output power. Handheld transceivers designed for
multichannel, full duplex, 32 kbps digital voice transmissions over a range of 100 m
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in the band 1.2—-1.8 GHz on board a navy craft. Indoor short range communications
device operating in the range 2.5-5 GHz over a range of 50 m providing data rates
up to 60 Mbps.

14.6.2 Radars/Sensors

The primary use of UWB radars is to provide target detection while the UWB sensors
are used to obtain information concerning the target [8]. The number of applications is
extensive. These include ground penetration, position location, and wall penetration,
collision warning for avoidance, fluid level detection, intruder detection and vehicle
radar. New applications include distance and air-bag proximity measurements, road
and runway inspection, heart monitoring, RF identification and camera auto focus.
System characteristics of some of the radars/sensors are summarized below.

Vehicular Electronic Tagging and Alert System designed to relay the picture of
the driver together with information on the driver and the vehicle to a roadside
sensor in a police vehicle. The system operates in 1.4—1.65 GHz region with a peak
power of 0.25 W over a range of 300 m. Geolocation system designed to provide
three dimensional location information, operating in 1.3—1.7 GHz region by utilizing
2.5 ns, 4 W peak power UWB pulses. LOS range is 2 km with omnidirectional
antennas. Indoor range is up to 100 m.

Precision altimeter and collision avoidance sensor designed to operate in the
5.4-5.9 GHz range with peak output power of 0.2 W. Backup sensor designed to
detect objects behind large construction and mining vehicles, operating with 0.25 W
peak power in 5.4-5.9 GHz region over a range up to 100 m. Electronic license plate
designed to provide both automobile collision avoidance and RF tagging for vehicle
to roadside communications. Collision avoidance functions are provided using 0.2 W
peak power in 5.4-5.9 GHz region over a 30 m range while the tagging functions
are supported with a 0.3 W peak power over a range 200 m. Military radar designed
for very short range applications (less than 2 m) with an average power of 85 nW
operating at 10 GHz with a 2.5 GHz bandwidth.

14.7 Conclusions

Federal Communications Commission gave its approval to sell UWB wireless prod-
ucts in the U.S. Although the lack of an adopted standard will slow growth for a
while, UWB will be used in 150 million devices by 2008. Since UWB is best used
for short-distance and high-bandwidth applications, most of the development in UWB
is targeted at HDTV and DLP video projection. UWB is not seen or designed as a
replacement of traditional Wi-Fi. WiMax and MobileFi are seen as that replacement
but that is another story.
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Chapter 15 ®)
Ultra-Wideband Technology for Military | o
Applications

15.1 Introduction

Ultra-WideBand (UWB) communication systems are usually classified as any
communication system whose instantaneous bandwidth is many times greater than
the minimum bandwidth required to deliver information. UWB communication
is fundamentally different from all other communication techniques because it
employs extremely narrow Radio Frequency (RF) pulses to communicate between
transmitters and receivers. Utilizing short-duration pulses as the building blocks for
communications directly generates a very wide bandwidth and offers several advan-
tages, such as large throughput, covertness, robustness to jamming, and coexistence
with current radio services. UWB technology offers a promising solution to the RF
spectrum drought by allowing new services to coexist with current radio systems with
minimal or no interference. This coexistence brings the advantage of avoiding the
expensive spectrum licensing fees that providers of all other radio services must pay.

The first wireless transmission via UWB emissions was sent by Marconi from
the Isle of Wight to Cornwall on the British Mainland in 1901 using Marconi Spark
Gap Emitter [1]. The UWB signal was created by the random conductance of a
spark. Then in the late 1970s and early 80s, Fullerton demonstrated the practicality
of modern low power impulse radio techniques using time-coded time-modulated
ultra-wideband approach.

The Federal Communications Commission (FCC) is the RF controlling body in
the United States. It controls spectrum division and licensing. It had earlier committed
UWRB to experimental work only, commercial use was not allowed. In 2002, the FCC
changed the rules to allow UWB system operation in a broad range of frequencies. In
2003, the first FCC-certified commercial system was installed, and in April 2003, the
first FCC-compliant commercial UWB chipsets were announced by Time Domain
Corporation.
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Signal is defined to be an ultra-wideband if the fractional bandwidth By is greater
than 0.25 [2]. The fractional bandwidth can be determined using the following for-
mula:

_2fH_fL

B = , 15.1
! fu+fr (15.1)

where

By is fractional bandwidth,
fr s lower, and
fm 1is higher 3 dB point in a spectrum, respectively.

15.2 Technical Overview of Ultra-Wideband Systems

Ultra-Wideband is a technology for the transmission of data using techniques which
cause a spreading of the radio energy over a very wide frequency band, with a very
low power spectral density. The low power spectral density limits the interference
potential with conventional radio systems, and the high bandwidth can allow very
high data throughput for communications devices, or high precision for location and
imaging devices.

UWRB technique is a radio transmission technology which occupies a relatively
wide bandwidth, which exceeds 500 MHz as a minimum or it has at least 20% of
the center frequency. This technology has gained attention because of its potential
as a novel approach for short-range and wide bandwidth wireless communication.
In contrast to the traditional narrowband communication systems, UWB systems
transmit information by generating radio energy at specific time instants in the form
of very short pulses. Thus, these systems occupy a relatively large bandwidth and
enable us to use time modulation. In addition, UWB systems can provide a high
data rate which can reach up to hundreds of Mbps, and which make them useful for
secure communication in military applications. Moreover, the UWB systems demand
a relatively low transmitting power in comparison with the traditional narrowband
communications systems; hence, their use can prolong the battery life. In addition,
use of short pulses helps reduce multipath channel fading since the reflected signals
do not overlap with the original ones.

Most of the time, we refer to all types of UWB systems with a single name, but
in reality, there are two very different technologies being developed:

e Carrier free direct sequence ultra-wideband technology: This form of ultra-
wideband technology transmits a series of impulses. In view of the very short
duration of the pulses, the spectrum of the signal occupies a very wide bandwidth.

e MBOFDM (Multi-Band OFDM ultra-wideband technology): This form of
ultra-wideband technology uses a wide band or Multi-Band Orthogonal Frequency
Division Multiplex (MBOFDM) signal that is effectively a 500 MHz wide OFDM
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signal. This 500 MHz signal is then hopped in the frequency to enable it to occupy
a sufficiently high bandwidth.

The working principles of UWB technology is first a signal with ultra-wide band-
width is generated using electrical short, baseband pulses (100 ps—1 ns). Then, the
data is transmitted using Pulse Modulation (Amplitude, Position, or Phase Modula-
tion), and then the baseband pulses are directly applied to the antenna and finally, a
correlation receiver or rake receiver is used to capture the signal.

15.3 Ultra-Wideband Technology for Military Applications

Recently, ultra-wideband (UWB) technology has attracted much attention both in
the industry, military, and academic area due to its low cost, potential to handle high
data rate and relatively low power requirement. UWB has a wide range of applica-
tions; most recent applications target sensor data collection, precision locating, and
tracking applications. There are a wide number of applications that UWB technology
can be used for. They vary from data and voice communications through to radar
and classification. Although much of the excitement about ultra-wideband has been
associated with commercial applications, the technology is equally suited to military
applications. The use of a new technology for military applications requires a rigor-
ous, practical, and objective analysis in order to point out the eventual advantages of
this technology compared with the already used solutions.

One of the missions of CELAR [3] (Technical Center for Armament Electronics,
which belongs to DGA—French Procurement Agency) is to participate to UWB
analysis for the French Ministry of Defense (MoD). The concrete military applica-
tions are deduced and illustrated by studies currently held at CELAR. The operative
missions for which Impulse Radio UWB technology had been implemented could
bring an improvement to achieve different missions using a single technology. The
inherent properties of IR-UWB are quite interesting, even though some are prob-
lematic [4]. There are many potential advantages of UWB in Commercial, Industrial
and Educational environments. Moreover, currently, UWB applications are quite
interesting for military applications mainly for the following reasons.

e Higher data rate: UWB can increase capacity while maintaining low power trans-
mission. The different manufacturers are talking about data rates of 140 Mbps for
small range wireless communications, compared with data rates of existing solu-
tions that are five times lower (20 Mbps for WiFi, 2 Mbps for Universal Mobile
Telecommunication Systems (UMTS), and 1 Mbps for Bluetooth).

e Robustness to multipath fading: The scattering Radar Cross-Section (RCS) of these
interfering sources is reduced with respect to the target RCS, because of the small
spatial extent of the pulse. Moreover, due to the very large bandwidth of signal,
a significant part of the transmitting energy propagates at wavelengths for which
rain, mist, or aerosols are only lightly absorbing. If the transmitter and the receiver
are not at the same place (usual case for communication applications), as UWB
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Fig. 15.1 Illustration of the robustness of the UWB signal to multipath fading for mobile commu-
nication applications

pulses are very short (about 1 ns, even less), the direct path has come and gone
before the reflected path arrives (Fig. 15.1).

e Low probability of detection (LPD) and Low probability interception (LPI): As a
very short-duration pulse implies a large band, the power is spread over numerous
frequencies instead of being concentrated. The resultant power spectral density is
very low. Consequently, the probability of detection and interception is very low.
This is a very useful point for military applications. Moreover, due to this low
power level, a minimum power exposure for the user may occur.

It is known that the UWB pulse is generated in a very short time period (sub-nano
second). This technology is young and still needs to attract more researchers and
engineers. Because of its broad applicability, today there are thousands of applica-
tions where UWB radars are used. As a result of its relevancy, indifferent areas such
as academic institutions, government and private sectors, and defenses and military,
they are making promising researches to apply unique features of UWB technology.
Research into landmine detection using UWB radar took place in the UK during the
Falklands conflict in the early 1980s and in the U.S. in the aftermath of the Gulf
War a decade later. Military research programmers in Germany, France, and Russia
followed, but until now, in the wake of pioneering research into the feasibility of
UWB microwave imaging for early-stage breast cancer detection that the subject has
started to gain serious traction on both sides of the Atlantic.

UWB microwave imaging uses the measurement of the transmission of microwave
energy through an object to define its dielectric (insulating) properties. Put simply,
by subjecting the tissue to signals from across the radio spectrum at a much wider
range than traditional X-rays, scientists at the University of Wisconsin—Madison in
the U.S. have been able to contrast normal fatty breast tissue with malignant tissue.
This not only makes it possible to identify extremely small malignant tumors but
also to differentiate between benign and malignant growths.

Military chiefs hope to adapt the UWB microwave technology to detect impro-
vised explosive device (IEDs) in the field. A recent declassified NATO report on
research into handheld, standoff vehicle-based, and airborne detection systems out-
lined some of the current and future engineering challenges affecting IED detection,
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(b)

Fig. 15.2 PULSAR radar (a) and its architecture (b)

recognition, and identification using UWB microwaves. “UWB radar has emerged
as the technology of choice for improved landmine detection,” stated the report
by UK specialist technical consultancy the Electrical Research Association (ERA)
Technology. “Recent developments using handheld dual sensor technology combin-
ing Electromagnetic Induction (EMI) and Ground-Penetrating Radar (GPR) have
enabled improved discrimination against metallic fragments to be demonstrated in
live minefields.

The applications and contributions of UWB technology on military areas through
radar systems (PULSAR radar) have been studied by [5, 6]. The features of UWB
radar are quite increasing because of its ability to detect through obstacles and dense
media; which can be useful in military field and rescue operations for detecting buried
people under (snow, rock, and mining), improved clutter rejection, improvements
of radar range resolution, improved detection of low flying targets, and improved
recognition of targets. These all applications are related with the high power UWB.

The low power UWB could also be used for the civilian and military needs. Low
power UWB could be used for civilian purpose to provide high data rate domestic
networks. The most important feature of low power UWB technology is for military
needs using IR-UWB in the intra-squad communication system. This could provide
localization and identification functionalities for soldiers. For identification applica-
tions, each member of the team could transmit an LPI and LPD code. The soldier
can then be identified using this code. The combination of secure communication
with cooperative localization or short-range radar enables to have an Identification
Friend or Foe (IFF). An automated and unmanned Ultra-Wideband (UWB) Perime-
ter Surveillance Sensor was designed to provide detection and tracking of personnel
and vehicles at the perimeter of critical areas such as military installations and other
facilities which was developed for low power dual band perimeter defense radar
systems to operate alone or in concert with other sensors (Fig. 15.2).
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Homeland Defense programs are receiving increasing attention which has brought
to light a significant need to enhance existing technologies for sensor-based perimeter
defense, particularly around military bases and high-risk commercial sites. Currently,
most perimeter security systems are based on remote cameras or IR systems moni-
tored by human operators; this approach is labor intensive and does not lend itself to
easy automation.

Since the Federal Communication Commission (FCC) has declared UWB tech-
nology in 2002 [7], new communication standards and antenna designs have been
proposed and a number of scientists and engineers has been attracted to this research
area. The new communication standards and antenna designs have brought radar com-
munication, military application, biomedical technology, and space communication
through satellite into new era. To achieve the goal of UWB technology in differ-
ent application areas, several designs of planar UWB antenna have been proposed.
However, most of these antennas involve complex calculation and sophisticated fab-
rication process [8]. Therefore, a simpler method to design the UWB antenna having
two triangular metal sheets with vertical slots has been proposed [9]. This sheet
antenna has been designed for UWB and narrow pulsed communication systems.
The antenna operates from 3 to 20 GHz. This antenna is suitable for use in UWB
applications as it has the operating bandwidth of 13 GHz, i.e., a fractional and width
of about 147%. This sheet antenna can be very useful for military application such
as in radar communication, Unmanned Aerial Vehicles (UAV) communication, and
designing surveillance sensor for critical military area.

The arrival of Ultra-Wideband technology for radar application allows the devel-
opment of compact and relatively cheap sensors. Dedicated to military applications,
radar devices using UWB are now a good tool of detecting obstacles for many
applications. These sensors could be used to measure distances and positions with
greater resolution than existing radar devices or to obtain images of objects buried
underground or placed behind surfaces. Radar which exploits the radio frequency
technique Ultra-Wide Band has been presented [10]. This study of UWB radars with
short pulses is of great interest for electromagnetic detection and identification of
targets at short and medium range, with a low cost and simple implementation. The
radar, based on UWB Technology transmits very short electromagnetic pulses, which
makes it possible to measure a very rich information transitory response of the target
and to dissociate the various echoes at the reception. This brings great interest for
obstacle detection and target identification in short-range application. UWB-based
radar could be used in military application to detect target objects such as enemy
armored vehicles, weapons, and marines.

The application of UWB technology to achieve the goal of Unmanned Ground
Vehicles (UGV)/Unmanned Aerial Vehicle (UAV) for potential military application
has contributed a lot. The relevance of UWB communications for ground-to ground
or air-to-ground applications includes low probability of interception or detection
(covertness), relative immunity to multipath effects, large spatial capacity compared
to other wireless systems, simultaneous precision ranging and communicating, and
extremely low transmit power which reduces the possibility of interfering with other
radio systems. Outdoor UWB wireless network methodology is more relevant for
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specifying realistic applications of UWB communications for unmanned system ini-
tiatives, which are an integral part of the Future Combat System. An assessment is
made for specific areas such as UGV/UAV interoperability, UAV-to-UAV commu-
nications, and collision avoidance for small UAVs and the analysis presented in this
paper [11] has been applied for determination of technology transition to evolving
warfighting systems.

The high data rate capability of UWB systems for short distances has numerous
applications for home networking and multimedia-rich communications in the form
of Wireless Personal Area Networks (WPAN) and military applications. UWB sys-
tems could replace cables connecting camcorders, as well as other consumer elec-
tronics applications, such as laptops, DVDs, digital cameras, and portable HDTV
monitors. In light of this assessment, research into countermeasures such as UWB
radar, UWB Surveillance Sensors, UWB antennas, UWB radar imaging, IED detec-
tions, and others remains a key weapon in gaining advanced military technology
during fight to protect warfighters from the very real threat posed by IEDs and hid-
den ordnance.

15.4 Conclusions

In this chapter, the application of UWB technology in military areas has been sum-
marized. Because of its applicability to many advanced and existing technology,
the topic of UWB has recently received significant attention from researchers and
engineers. Its wider applications have been evaluated over several leading technology
including military technology systems, government sectors, communication systems,
surveillance systems, rescuing, logistics entertainment, public transport, and others.
Engineers and defenses are planting their maximum effort to research on UWB for
military technology to gain superiority over others. Many researchers and engineers
are attracted to research on UWB technology characteristics and to equip military
with the most recent technology. This chapter has covered most of the popular appli-
cations of UWB on military systems and their advantages, and shortcomings have
been presented. Regarding the future research, to apply the knowledge of UWB tech-
nology, we need to know the physical characteristics, features, and how to make use
of the features of UWB technology, how to correlate these features with the already
existing technology like traditional narrowband frequencies. Thus, it will be easy
to find new application areas of UWB technology and to conquer the limitations of
the existing technology. Future research studies of UWB for military applications
include:

e UWB Radar Technology for military and civilian applications, for rescue and
disaster recovery.

e Imaging such as remote monitoring systems, UWB microwave imaging for detect-
ing IEDs.
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e Unmanned Ground Vehicles and Unmanned Arial Vehicles surveillance and
communication monitoring.

Satellite Systems and Satellite radio providers.
Landmine detection using UWB radar.
Vehicle-based and airborne detection systems.
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Part 111
Industrial Internet of Things

Recently, the technological advancement in Wireless Sensor Networks (WSNs),
embedded systems, and low-power wireless communication has enabled numerous
monitoring and control applications in different domains including Internet of
Things (IoT) systems. An emerging class of IoT-enabled industrial production
systems is called the Industrial Internet of Things (IloT) that, when adopted suc-
cessfully, provides huge efficacy and economic benefits to system installation,
maintainability, reliability, scalability, and interoperability. Part Il named Industrial
Internet of Things mentions the state-of-the-art technologies along with accompa-
nying challenges to realize such vision. Wide applications of IloT are summarized
in industrial domains. Specially, adopting such technology to the Physical Internet,
an emerging logistics paradigm, is described in this part.



Chapter 16 ®)
An Overview on Industrial Internet Geda
of Things

16.1 Introduction

Recently, the technological advancement in identification technologies (e.g., RFID),
Wireless Sensor Networks (WSNs), embedded systems and low-power wireless
communication has enabled Internet of Things (IoT) to be deployed in numer-
ous monitoring and control applications in different domains. An emerging class of
IoT-enabled industrial production systems is called the Industrial Internet of Things
(IIoT) that, when adopted successfully, provides huge efficacy and economic bene-
fits to system installation, maintainability, reliability, scalability, and interoperability
[1]. Although, IIoT applications are still in the early stage [2, 3], various impor-
tant industries, which have been deployed such technology include environmental
monitoring, healthcare service, inventory and production management, logistics, and
supply chain systems [16].

The key component to create IIoT systems is communication technologies, which
enable all devices, machines to connect, communicate, and exchange data together.
In such a way, the system can monitor, collect, exchange, and analyze data, delivering
valuable services that, in turn, enable the industry businesses to make more accurate
and faster decisions.

16.2 Architecture of IloT System

IIoT systems enable interconnecting a massive number of heterogeneous devices
leveraging sensing, communication, and data processing technologies. Therefore,
no single consensus on architecture for IloT agreed universally leads to various
proposed architectures depending on their specific application [4].

A reference architecture is still at the most basic model for IIoT architecture.
Based on it, several multilayer models have been proposed to develop and adopt to
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provide specific IIoT services. For example, the International Telecommunication
Union (ITU) defines five layers classified in the layer architecture of IIoT includes
sensing, accessing, networking, middleware, and applications. The works in [5-7]
suggested the identification of three major layers for IoT: perception layer (or sensing
layer), network layer, and service layer (or application layer). Similarly, the work
in [10] proposed a three-tier organizational structure for practical IloT systems is
proposed, which consists of three layers: a sensing layer, relay layer, and conver-
gence layer. Such architecture was developed to support a real-time data routing in
the IIoT systems. In a widely accepted IIoT architecture introduced in [15], three-
layered networks were exploited to enable the connection of three industrial tiers:
edge, platform, and enterprise tiers. Figure 16.1 illustrates the model in which three
networks: proximity, access, and service are deployed and function.

Meanwhile, Liu et al. [8] designed an IoT application infrastructure based on the
traditional OSI model that contains the physical layer, transport layer, middleware
layer, and applications layer. In [9] a four-layered architecture derived from the
perspective of offered functionalities includes four layers: the sensing layer, the
networking layer, the service layer, and the interface layer.

Toward the Industry 4.0, the Reference Architecture Model Industry 4.0 (RAMI
4.0) [13] defines a 3D model as shown in Fig. 16.2 for the next-generation indus-
trial manufacturing systems. This model includes three axes denoting the life cycle,
value stream, and hierarchy levels. While the first two axes are related to the life
cycle management of products, the third one is about the different component func-
tionalities. This axis is also to describe the information technology representative
with a communication layer embedded.

Similarly, in the context of Industry 4.0, all kinds of intelligent equipment (e.g.,
industrial robots) supported by wired or wireless networks are widely adopted, and
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both real-time and delayed signals coexist. Based on the advancement of software-
defined network technology, authors in [16] proposed a new IloT architecture com-
posed of three layers: the physical infrastructure, the control, and the application
layers as described in Fig. 16.3. The architecture is to manage physical devices and
provide an interface for information exchange

Recently, the Industrial Internet Consortium (IIT) [14] is working toward an
interoperable IIoT architecture. In this mode, different viewpoints are incorpo-
rated such as formally business, usage, functional, and implementation views. Each
aspect is modeled differently so as it can interact with the others. For example, the



210 16 An Overview on Industrial Internet of Things

implementation viewpoint is focused on the technologies and the system compo-
nents that are required to implement the functionalities prescribed by the usage and
functional viewpoints [4].

Referring to some IIoT scenarios in which a numerous number of things is moved
dynamically, an adaptive architecture is needed to enable the IoT devices dynami-
cally interact with other things in a real-time manner. In addition, the decentralized
and heterogeneous nature of IIoT requires that the architecture provides IIoT effi-
cient event-driven capability as well as on-demand services. In addition, the IIoT
systems are difficult to implement and maintain at large scale due to the lack of
an efficient, reliable, standardized, and low-cost architecture. Furthermore, the ever-
changing demands of businesses and the vastly different needs of different end users
should be met by providing customization functionality to the end users and organi-
zations under a flexible SOA. Thus, an SOA is considered an efficient method achieve
interoperability between heterogeneous devices in a multitude of way [10-12]. In
addition, SOA is considered suitable for such demand-driven IoT services. In par-
ticular, SOA can integrate processes and information; and sharing such information
can help create a better environment for real-time data exchange, real-time respon-
siveness, real-time collaboration, real-time synchronization, and real-time visibility
across the entire industrial processes.

16.3 Key Enabling Technologies for IloT

Realization of IIoT systems requires a set of technology-related components involv-
ing the IoT data generation, data processing and management, data communication.
This section takes a brief introduction to overview the key technologies enabling the
IIoT systems.

16.3.1 Identification Technology

Since the IIoT devices are connected to the Internet, the information relating to
their physical status and context must be captured, coded, protected, and transferred
accurately. In addition, users of IIoT device can be human, software applications,
or other devices. Thus, to make a secure connection between devices or between
devices with humans, identifying the devices and the users play an important role.
The EPCglobal standard provides a solution that allows identifying all IoT objects
uniquely. Particularly, the identification code is created in the line of RFID tag or
barcode with the EPC standard. Thus, when the code is put into service, or networks,
the information fed to an EPC Information Service (EPCIS) [22] is shared among
IoT entities.
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16.3.2 Sensor

Central to the functionality and utility of the IIoT systems are sensors, which are
embedded in most of smart objects. Such sensors are capable of detecting events or
monitoring changes in a specific quantity (e.g., pressure), communicating the event
or change data to the cloud (directly or via a gateway) and, in some circumstances,
receiving data back from the cloud (e.g., a control command) or communicating
with other smart objects. Since 2012, thanks to the advancement of microelectrome-
chanical systems (MEMS) sensors have generally shrunk in physical size and thus
have caused the IIoT systems to mature rapidly. Concretely, low-cost, lower power,
and small-sized sensors can be embedded into any smart objects to function [18].
Practically, industrial Wireless Sensor Networks are recognized to be a backbone in
the most of IIoT systems enable monitoring and controlling in industrial processes
and manufacturing [23].

16.3.3 Communication Technology

With respect to sending and receiving data, wired and wireless communication tech-
nologies enable the IoT devices to provide data connectivity. This has allowed the
sensors embedded in smart objects to send and receive data over the cloud for col-
lection, storage, and eventual analysis.

16.3.3.1 Wireless Technologies

The protocols for allowing IIoT devices to relay data wirelessly include wireless tech-
nologies such as RFID, NFC, Wi-Fi, Bluetooth, Bluetooth Low Energy (BLE), XBee,
ZigBee, WirelessHART, ISA100.11a, as well as satellite connections and mobile
networks using GSM, GPRS, 3G, LTE, or WiMAX [7, 9]. To support autonomous
communication among machine or devices without human intervention, Machine-to-
Machine (M2M) or Device-to-Device (D2D) communication technologies have been
developed. Such autonomous networking technology is of paramount importance for
several deployments of IIoT systems including smart manufacturing applications,
healthcare systems, and home automation [21].

The flexibility and scalability of IIoT systems can be enabled thanks to the wireless
communication technology, since it can support low power and long-range commu-
nication for the devices. However, the required Quality of Services (QoS) such as
real time, reliability must be taken into account when designing and deploying the
IIoT since the wireless communication is prone to error due to interference, noise,
and collisions. To overcome such issues, some industrial wireless communication
protocols have been proposed such as WirelessHART, or ISA100.11a.
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16.3.3.2 Wired Technologies

Although wireless communication technologies bring great advantages for the IIoT
system, wiring is still required in some IIoT solutions to function and operate safely
and securely. Wired protocols employed by stationary intelligent devices include
Ethernet, HomePlug [24], HomePNA, HomeGrid/G.hn [25], and LonWorks [26],
as well as conventional telephone lines. Although innovative and advanced wire-
less technologies, especially in industrial applications are quickly allowing IoT to
flourish, wired solutions will always be a part of IoT for years to come.

16.3.4 IloT Data Management

The number of connected devices increases as well as raw data (unstructured data)
that needs to be managed and processed. Thus, the term “big data” refers to these
large data sets that need to be collected, stored, queried, analyzed, and generally
managed in order to deliver on the promise of the IIoT. The big data technology
relies on three metrics to describe and analyze the IoT data. They include volume
(i.e., the amount of data they collect from their [oT sensors measured in gigabytes,
terabytes, and petabytes), velocity (i.e., the speed at which data is collected from
the sensor), and variety (i.e., the types of data collected for example, structured or
unstructured data, video or picture data and so on) [17].

16.3.5 Cloud Computing

Cloud computing refers to an entity capable of accessing computing resources via
the Internet rather than traditional systems where computing hardware is physically
located on the premises of the user and any software applications are installed on
such local hardware. Formally defined as in [19], “cloud computing” is “model
for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction” [19].

Cloud computing can support three important service models for the IoT: Soft-
ware as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a
Service (IaaS). With such services, it allows any user with a browser and an Inter-
net connection to transform smart object data into actionable intelligence. That is,
cloud computing provides “the virtual infrastructure for utility computing integrat-
ing applications, monitoring devices, storage devices, analytics tools, visualization
platforms, and client delivery to enable businesses and users to access IIoT-enabled
applications on demand anytime, anyplace and anywhere” [20].
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16.4 Major Application of IIoT

Success in deploying the IoT solution in different general domains [7, 11] promotes
an increasing usage of IoT in industry. This section is to highlight applications of
IIoT in some major industrial sectors.

16.4.1 Heath Care

IoT solutions are expected to provide promising health care services for the people
thanks to the IoT’s ubiquitous identification, sensing, and communication capability
of health care systems [32-35]. Enabled by global connectivity, real time monitoring
viaconnected devices can save lives in event of a medical emergency like heart failure,
diabetes, asthma attacks, and so on. In addition, IoT healthcare device can collect
medical and other required health data such as blood pressure, oxygen, and blood
sugar levels, weight, and ECGs to transfer it to physicians for remote reporting and
monitoring. These data are stored in the cloud and can be shared with an authorized
person, who could be a physician, your insurance company, a participating health
firm or an external consultant, to allow them to look at the collected data regardless
of their place, time, or device.

16.4.2 Logistics and Supply Chain

With a huge number of logistics items are moved, handled, tracked, and stored by
a variety of material handling equipment each day, the logistics and supply chain
industry is a key player poised to benefit from the IoT. As more and more physical
objects are capable of sensing, communicating, and data processing since they are
equipped with ICT technologies such as bar codes, RFID tags, or wireless sensors,
the IToT enables seamless interconnection of the heterogeneous devices and to get
complete operational visibility and allow for the best real-time decisions in the logis-
tics and supply chain processes [27, 28]. Recently, an emerging paradigm of logistics
called Physical Internet is expected to get a huge benefit from the IIoT solutions since
it leverages the IoT technologies as its foundations [29-31].

16.4.3 Smart Cities

Practically, an increasing number of urban residents lead to more challenges of
cities such as environmental deterioration, sanitation issues, traffic congestion, thwart
urban crime. In such a context, [oT has the huge potential to tackle these issues by
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developing the concept of smart cities. The fundamental of smart city is to rely on the
smart technologies that collect the required data and analyze them for action in real
time. Concretely, with advanced sensing and computation capabilities, data is gath-
ered and evaluated in real time to extract the information, which is further converted
to sable knowledge. This will enhance the decision making of city management and
citizens [36, 37]. Basically, the benefits of smart cities are listed as follows:

e Traffic congestion control
Smart cities provide safety and efficient solutions for traffic flows to avoid con-
gestion issues. Such solutions exploit different types of sensors, as well as GPS
data from driver’s smartphones to determine the density, location, and speed of
vehicles. In combination with the smart street light systems connected to the cloud
management platform, the traffic flows are controlled and directed effectively. In
addition, based on historical traffic data, smart solutions of smart city are able to
predict the void location at which high density of traffic is passed. In such way,
the potential congestion will be prevented.

e Smart Parking
With the help of GPS data from drivers’ smartphones (or road-surface sensors
embedded in the ground on parking spots), smart parking solutions determine
whether the parking spots are occupied or available and create a real-time parking
map. When the closest parking spot becomes free, drivers receive a notification
and use the map on their phone to find a parking spot faster and easier instead of
blindly driving around [38].

e Environment Control and Management
IoT-driven smart city solutions allow tracking parameters critical for a healthy
environment in order to maintain them at an optimal level. For example, to monitor
water quality, a city can deploy a network of sensors across the water grid and
connect them to a cloud management platform. Sensors measure pH level, the
amount of dissolved oxygen and dissolved ions. If leakage occurs and the chemical
composition of water changes, the cloud platform triggers an output defined by the
users. Another use case is monitoring air quality. For that, a network of sensors is
deployed along busy roads and around plants. Sensors gather data on the amount
of CO, nitrogen, and sulfur oxides, while the central cloud platform analyzes and
visualizes sensor readings, so that platform users can view the map of air quality
and use this data to point out areas where air pollution is critical and work out
recommendations for citizens. Waste is an important factor causing the polluted
environment. loT-enabled smart city solutions help to optimize waste collecting
schedules by tracking waste levels, as well as providing route optimization and
operational analytics. Each waste container gets a sensor that gathers the data
about the level of the waste in a container. Once it is close to a certain threshold,
the waste management solution receives a sensor record, processes it, and sends
a notification to a truck driver’s mobile app. Thus, the truck driver empties a full
container, avoiding emptying half-full ones.
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e Smart Grids
Smart girds refer to as IoT-based solutions to monitor and control the citizens’
utilities including electricity, gas, and water. The solutions are based on smart
meters and smart billing system to track and control the usage remotely.

16.5 Conclusions

The IIoT is widely considered to be one of the primary trends affecting industrial
businesses today and in the future. Industries are pushing to modernize systems and
equipment to meet new regulations, to keep up with increasing market speed and
volatility, and to deal with disruptive technologies. Businesses that have embraced
the IIoT have seen significant improvements to safety, efficiency, and profitability,
and it is expected that this trend will continue as IIoT technologies are more widely
adopted.

The IToT solution greatly improves connectivity, efficiency, scalability, time sav-
ings, and cost savings for industrial organizations. It can unite the people and systems
on the plant floor with those at the enterprise level. It can also allow enterprises to
get the most value from their system without being constrained by technological and
economic limitations. For these reasons and more, IIoT offers the ideal platform for
bringing the power of the IIoT into both industrial sectors and enterprise.

References

1. Xu LD, He W, Li S (2014) Internet of things in industries: a survey. IEEE Trans Ind Inform
10(4):2233-2243

2. Al-Fuqaha A, Guizani M, Mohammadi M, Aledhari M, Ayyash M (2015) Internet of things:
a survey on enabling technologies, protocols, and applications. IEEE Commun Surv Tutor
17(4):2347-2376

3. Atzori L, lera A, Morabito G (2010) The internet of things: a survey. Comput Netw
54(15):2787-2805

4. Sisinni E, Saifullah A, Han S, Jennehag U, Gidlund M (2018) Industrial internet of things:
challenges, opportunities, and directions. IEEE Trans Ind Inf

5. Jia X, Feng Q, Fan T, Lei Q (2012) RFID technology and its applications in internet of things
(iot). In: Proceedings of the 2nd international conference on consumer electronics, communi-
cations and networks (CECNet), pp 1282-1285

6. Domingo MC (2012) An overview of the internet of things for people with disabilities. J Netw
Comput Appl 35(2):584-596

7. Atzori L, Iera A, Morabito G (2010) The internet of things: a survey. Comput Netw
54(15):2787-2805

8. Liu CH, Yang B, Liu T (2014) Efficient naming, addressing and profile services in internet-of-
things sensory environments. Ad Hoc Netw 18:85-101

9. Da Xu L, He W, Li S (2014) Internet of things in industries: a survey. IEEE Trans Ind Inf
10(4):2233-2243

10. Long NB, Tran-Dang H, Kim D (2018) Energy-aware real-time routing for large-scale industrial

internet of things. IEEE Internet Things J 5(3):2190-2199



216 16 An Overview on Industrial Internet of Things

11. Miorandi D, Sicari S, De Pellegrini F, Chlamtac I (2012) Internet of things: vision, applications
and research challenges. Ad Hoc Netw 10(7):1497-1516

12. Xu LD (2011) Enterprise systems: state-of-the-art and future trends. IEEE Trans Ind Inf
7(4):630-640

13. Flatt H, Schriegel S, Jasperneite J, Trsek H, Adamczyk H (2016) Analysis of the cyber-security
of industry 4.0 technologies based on RAMI 4.0 and identification of requirements. In: IEEE
21st international conference on emerging technology and factory automation, pp 1-4

14. Industrial internet reference architecture. http://www.iiconsortium.org/IIRA.htm

15. 10T 2020 (2016) Smart and Secure IoT Platform. International electro-technical commission

16. Wan J et al (2016) Software-defined industrial internet of things in the context of industry.
IEEE Sens J 16(20):7373-7380

17. Sezer OB, Dogdu E, Ozbayoglu AM (2018) Context-aware computing, learning, and big data
in internet of things: a survey. IEEE Internet Things J 5(1):1-27

18. Combaneyre F (2015) Understanding data streams in IoT, SAS White Paper

19. National Institute of Standards and Technology (U.S. Dept. of Commerce) (2011) The NIST
definition of cloud computing, Special Publication, pp 800-145

20. Canellos D (2013) How the “Internet of Things” will feed cloud computing’s next evolution.
Cloud Security Alliance Blog, 5 June 2013)

21. Montori F, Bedogni L, Di Felice M, Bononi L (2018) Machine-to-machine wireless communi-
cation technologies for the internet of things: taxonomy, comparison and open issues. Pervasive
Mobile Comput 50:56-81. ISSN 1574-1192

22. EPCIS, GS1 Standard. https://www.gs1.org/epcis/epcis/1-1

23. Sheng Z, Mahapatra C, Zhu C, Leung VCM (2015) Recent advances in industrial wireless
sensor networks toward efficient management in IoT. IEEE Access 3:622-637

24. HomePlug. http://www.homeplug.org/

25. HomePNA. http://www.homepna.org/

26. LonWorkds Technology. http://www.lonmark.org/news_events/press/2008/1208_iso_standard

27. Karakostas B (2013) A DNS architecture for the internet of things: a case study in transport
logistics. Procedia Comput Sci 19:594-601

28. Sun C (2012) Application of RFID technology for logistics on internet of things. AASRI
Procedia 1:106-111

29. Montreuil B (2011) Toward a physical internet: meeting the global logistics sustainability grand
challenge. Logist Res 3(2-3):71-87

30. Montreuil B, Meller RD, Ballot E (2012) Physical internet foundations. IFAC Proc 45(6):26-30

31. Tran-Dang H, Kim D (2018) An information framework for internet of things services in
physical internet. IEEE Access 6:43967-43977

32. Domingo MC (2012) An overview of the internet of things for people with disabilities. J Netw
Comput Appl 35(2):584-596

33. Alemdar H, Ersoy C (2010) Wireless sensor networks for healthcare: a survey. Comput Netw
54(15):2688-2710

34. Islam SMR, Kwak D, Kabir MH, Hossain M, Kwak K (2015) The internet of things for health
care: a comprehensive survey. IEEE Access 3:678-708

35. Sundaravadivel P, Kougianos E, Mohanty SP, Ganapathiraju MK (2018) Everything you wanted
to know about smart health care: evaluating the different technologies and components of the
internet of things for better health. IEEE Consum Electron Mag 7(1):18-28

36. Ahlgren B, Hidell M, Ngai EC (2016) Internet of things for smart cities: interoperability and
open data. IEEE Internet Comput 20(6):52-56

37. Jin J, Gubbi J, Marusic S, Palaniswami M (2014) An information framework for creating a
smart city through internet of things. IEEE Internet Things J 1(2):112-121

38. Lin T, Rivano H, Le Mouél F (2017) A survey of smart parking solutions. IEEE Trans Intell
Transp Syst 18(12):3229-3253


http://www.iiconsortium.org/IIRA.htm
https://www.gs1.org/epcis/epcis/1-1
http://www.homeplug.org/
http://www.homepna.org/
http://www.lonmark.org/news_events/press/2008/1208_iso_standard

Chapter 17 ®)
Energy-Aware Real-Time Routing oo
for Large-Scale Industrial Internet

of Things

17.1 Introduction

Recently, the technological advancement in wireless sensor networks (WSNs),
embedded systems and low-power wireless communication has enabled numerous
monitoring and control applications in different domains including Internet of Things
(IoT) systems [1]. An emerging class of loT-enabled industrial production systems
is called the Industrial Internet of Things (IIoT) that, when adopted successfully,
provides huge efficacy and economic benefits to system installation, maintainability,
reliability, scalability, and interoperability. However, high energy consumption of
IIoT devices remains a significant challenge, which could prevent the IToT perspec-
tive from becoming a reality.

Generally, industrial Wireless Sensor Networks (IWSNs) play a significant role
as the backbone of IIoT systems. Thus, since the data collection relies mainly on
these sensors and smart devices, the IWSNs become a dominant source of energy
consumption in the whole systems. In order to obtain the power saving, optimizing of
sensing, processing, and communication is an effective solution [2]. For instance, by
opportunistically offloading data of the IIoT devices to smart devices being carried
by the workforce in the factory settings, a heuristic and opportunistic link selection
algorithm (HOLA) introduced in [3] achieved the energy efficiency. In addition,
these smart devices equipped with multiple radio links such as Bluetooth, Wi-Fi,
and 3G/4G LTE could select independently the best link to transmit the data to the
Cloud based on the quality and energy cost of the link. To sum up, HOLA reduced
the overall energy consumption of the IIoT network effectively as well as balanced
it across all devices of the network.

Designing energy-efficient deployment schemes is another way to overcome the
challenge. Typically, there are four types of topological structures exploited for
the deployment of large-scale IWSNs: mesh, plane, hierarchical, and hybrid. How-
ever, unlike IWSNs and the traditional Wireless Sensor Networks (WSNs), in [4-6],
the authors showed that IIoT could be applied to a larger scale and become more
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complex. In addition, IIoT applications have more sophisticated and heterogeneous
requirements than classic ad hoc wireless and sensor network applications. To sum
up, to develop the IIoT technology for harsh environment, such as industrial firms,
effectively becomes demanding and challenging for researchers because it has been
impossible to transplant all schemes deployed in WSNs or even large-scale IWSNs
in the IIoT directly. In other words, novel deployment models must be designed and
validated to be deployed appropriately in the IIoT systems. Recently, one of these
schemes proposed in [7] structured the IIoT systems into three layers: sense layer,
gateway layer, and control layer. The fundamental purpose of such an architecture
is to distinguish nodes as sense nodes, gateway nodes, and control nodes, thus the
traffic loads can be balanced, and thus network lifetimes may be prolonged.
Clustering proved to be an efficient technique to solve the problem of power con-
sumption in the large-scale I/WSNs can be employed in the large-scale IloT system to
obtain the same target. On the basis of clustering method, the homogeneous devices
of the system are grouped into groups called clusters. Each cluster is managed by a
Cluster Head (CH), which in turn collects or aggregates the data of cluster members
and then forwards to the final destination or other cluster heads. In addition, CH
role is rotated fairly to all the cluster members over predefined rounds. In this way,
the systems can reduce the overall energy consumption and balance it across the
nodes. However, depending on specific conditions (i.e., network topology, network
channel conditions, node status, etc.), efficient clusters are formed by different ways.
For example, in [8], the researchers proposed the clustering algorithm which would
search intermediate nodes (IN) to manage subclusters while a CH aggregated data
from INs. As a result, it could not only optimize energy but also prolong the network
lifetime in IWSNs. Meanwhile, INs were considered relays between neighboring
CHs, as introduced in [9]. By using both feedback and non-feedback fountain-code
cooperative communication, the performance of data transmission improved signifi-
cantly among neighboring CHs. Moreover, through an analysis of the effect of relay
cluster size selection on the end-to-end data rate in multi-hop cooperative relaying
performance in [10], the authors demonstrated that the selection of the optimal clus-
ter size plays a vital part in maximizing the relay throughput and the end-to-end data
rate. In addition, to address the issue of imbalanced channels from relays to a source/
adestination in dual-hop cooperation technique in clustered wireless networks, based
on the Three-Stage Relaying (TSR) framework, two heuristic algorithms in [11] were
designed to achieve the trade-off between optimality and computational complexity.
In terms of a protocol stack for IloT applications, several low-power wireless tech-
nologies such as ZigBee, 6LoWPAN, WirelessHART, IAS100.1 can be employed
in field devices (i.e., sensors, actuators, etc.) to deal with the energy consumption
issues. Palattella et al. [12] listed three core requirements, including a low-power
communication stack, ahighly reliable communication stack, and an Internet-enabled
communication stack. As a result, to satisfy these requirements, the authors demon-
strated that IEEE 802.15.4 is the standard with the longest standing impact. A low-
power physical layer (PHY) upon which most IIoT technologies have been built
was denoted by IEEE 802.15.4. To demonstrate the vital role of IEEE 802.15.4 in
the industrial environment, Al Agha et al. in [13] reviewed briefly specifications of
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all IEEE 802.15.4-based wireless technologies employed in IWSNSs, and then they
relied on IEEE 802.15.4 to develop the wireless sensor communication module run-
ning an industrial ad hoc mesh networking protocol using IEEE 802.15.4 PHY layer.
Consequently, their IEEE 802.15.4-based protocol could satisfy criteria of the harsh
environment which was time constraints, energy consumption routing strategy, and
human walking-speed mobility.

However, toward the practical deployment, IWSN solutions should be versatile,
simple to use and install, long lifetime and low-cost devices. Indeed, the conflict of
requirements leads to the difficulty of their combination met. Thus, depending on
specific applications, the systems should be designed properly. For example, the key
applications of IWSNs in industrial production include three groups: environmental
sensing, condition monitoring, and process automation, which require increasing
critical level (e.g., time-critical transmission, priority-critical data transmission) [14].
The scope of our research work is then to design the IIoT system with IWSNs
as backbone supporting the lowest level of industrial requirements, i.e., non-time-
critical application. To support such an industrial application, this chapter proposes
a hierarchical framework for the of IloT systems, which consists of three types of
elements: I/O devices, routers, and gateways. In order to achieve the overall energy
efficiency of the systems, the lower power stack technology (i.e., IEEE 802.15.4a
with CSMA/CA MAC protocol) is employed in all I/O devices. Clustering method is
used to group these devices and routers in clusters by an optimal clustering algorithm
taking into account the energy consumption. These clusters are managed by routers
selected as CHs appropriately. These CHs then forward gathered data on the lower
energy consumption route. To sum up, the main contributions of this chapter are as
follows:

e A three-tier organizational structure for practical IIoT systems is proposed, which
consists of three layers: a sensing layer, relay layer, and convergence layer.

e In the sensing layer and relay layer including IO devices and routers, we design
cluster frameworks to organize an optimal energy cluster structure. I/O devices
would calculate a transmission distance and a potential index (PI) for each router,
considered as a CH, using the residual energy and position information transmitted
from routers. Consequently, I/O devices only join the cluster whose router has the
greatest potential index.

e Based on the aforementioned architecture, we develop a routing algorithm allow-
ing the CHs in the network to forward their data in the lowest energy consumption
route. Taking into account the time-critical requirement of the industrial environ-
ment, the selected routing path exploiting the shortest hop count from the CHs to
gateways allows systems to obtain low end-to-end delay.

e The enhancement of the IIoT systems when deploying the proposed scheme is
examined by simulations result, which indicated threefold of achievement: saving
energy, increasing network lifetime and lowering end-to-end delay.

The rest of this chapter is organized as follows. Section 15.2 summarizes the
related works. Section 15.3 describes the system model in the large-scale IIoT. The
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proposed scheme, namely Energy-aware Real-time Routing Scheme (ERRS), in this
chapter are presented in Sect. 15.4, followed by a performance evaluation in Sect.
15.5. Finally, the conclusion and future work are presented in Sect. 15.5.

17.2 Related Works

In this section, we present some related and well-known routing protocols recently
proposed for IIoT systems.

One of the purposes of designed IoT solutions is to improve the reliability of
IIoT systems through advanced monitoring applications since the IoT provides real-
time information acquired from connected devices and their interactions, as well as
perform real experimentation through the extensive testbeds deployed in industrial
environments. For instance, in [15], Civerchia et al. adopted IoT protocols to develop
an advanced IIoT solution aiming for a new generation of smart factories. Their
proposed scheme, namely NGS-PlantOne solution, was designed to support advanced
predictive maintenance applications in the industrial environments, which was based
on four main components: sensors devices, gateway, remote control and service room,
and open platform communications. By evaluating the proposed scheme through a
real testbed over a period of 2 months, the proposed IIoT solution could guarantee
that all nodes could either communicate each other with an acceptable delay or reduce
battery power consumption significantly. Meanwhile, to deploy an IoT network for
a smart factory, the authors [16] employed IPv6 over Low-power Wireless Personal
Area Network (6LoWPAN) in combination with the IPv6 Routing Protocol for Low
power and Lossy Networks (RPL) and Constrained Application Protocol (CoAP)
for IWSNs. In the industrial network topology, the authors designed a wired plant
automation network which can not only be connected directly to the Internet but also
communicate with an IWSN. The simulation and testbed experiments demonstrated
that all topologies measured have lower average latency than 400 ms.

For large-scale systems, clustering is one of the most efficient methods to enhance
the overall efficiency of the systems. Depending on the structure as well as charac-
teristics of networks, clusters are formed under different specific conditions. For
example, based on local-world theory, a new clustering weighted evolving model
of WSNs was proposed for IoT in [17]. The proposed scheme took sensor energy,
transmission distance, and flow into account to determine edge weight and vertex
strength. Due to controlling topology growth and weight dynamics, the schemes
formed the uneven clusters prevented an energy hole and maintain a balance in
the energy consumption of the entire IoT network. Meanwhile, in [18], a predic-
tive energy consumption efficiency (PECE)-based clustering routing algorithm was
divided into two stages, which were cluster formation and stable data transfer. In the
first stage, to determine a cluster head, the algorithm considered degree and relative
distances between nodes. Next, in the second stage, Bee Colony Optimization (BCO)
was used to predict the route yield of each routing part from the source node to the sink
node. It leads to either improving the overall network performance or prolonging the
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survival time of the network. Whereas [19] selected the forward routes which could
connect more multi-cast receivers using the offset back-off scheme and broadcast
characteristic of wireless communication, [20] presented an energy-balanced rout-
ing method based on Forward-Aware Factor (FAF-EBRM) for WSNs. Thanks to an
awareness of link weight and forward energy density, the FAF-EBRM can denote the
reliable next-hop node in routes. Then, based on a spontaneous reconstruction mech-
anism for local topology, the FAF-EBRM outperformed the conventional schemes,
such as Low-Energy Adaptive Clustering Hierarchy (LEACH) and Energy-Efficient
Uneven Clustering (EEUC), in terms of balancing energy consumption, expand-
ing network lifetime, and guaranteeing high Quality of Service (QoS) of WSN. An
energy-efficient cluster-based routing protocol, called Quasi Group Routing Proto-
col was proposed in [21] for multi-hop smartphone networks based on Wi-Fi Direct.
Accordingly, all devices in the network were grouped into quasi-groups (clusters) and
cluster heads were selected based on three different approaches: (1) the device with
the highest ID in the surroundings, (2) the peer that has the shortest average distance
from the other nodes, (3) the node with less mobility with respect to its neighbors. In
addition, the algorithm allowed the devices to rotate the CH responsibility and effi-
ciently manage the consumption of their batteries. The proposed scheme validated
through simulation could save a significant amount of energy.

Generally, the energy consumption in WSNs is impacted by not only the total
amount of data sensed and collected, but also the routing schemes. Although col-
laborative charging method can effectively deal with the influences, the utility of
Wireless Rechargeable Sensor Networks (WRSNs) is not optimized since the exces-
sive harvested energy cannot be allocated for sensing, transmitting data properly.
Zhang et al. [22] developed the BEAS algorithm to efficiently manage the battery
energy usage, and the DSR2C algorithm for obtaining the optimal sensing rate and
routing. Accordingly, the energy consumption rate was under control, saying that was
kept to be lower than the energy allocation. In addition, sensor nodes choose a path
with the lowest energy consumption to transfer data by using a charging-aware rout-
ing protocol. In this way, energy consumption of the network can be balanced with
lifetime prolonged as well. Although the energy allocation problem is formulated
based on the energy harvesting rate and current battery level, it is heuristically solved
without considering the global optimality. With regards to routing the information in
emergency and public safety networks, a new multi-hop routing protocol called Opti-
mized Routing Approach for Critical and Emergency Networks (ORACE-Net) was
presented in [23]. As a metric-based routing protocol, the proposed routing scheme
relied on real-time end-to-end link quality estimation metrics including end-to-end
signal strength and end-to-end hop count for routing decisions. Most notably, since
the mobility of nodes was taken into account in the metric estimation, ORACE-Net
protocol could be realized in reliable emergency systems. Investigated by simulation
processes, the proposed protocol outperforms the other studied protocols in terms of
packet reception rate and energy consumption. In addition, it increased the body-to-
body network lifetime and reliability.
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17.3 System Model

17.3.1 Network Topology

Typically, itis feasible to deploy dynamic routing protocols for the small-scale WSNs,
however a large amount of energy is spent on data process and data communication.
To overcome the disadvantage in our large-scale networks, a static routing method
designed based on the tiered structure of network topology is used since it could
migrate traffic load effectively [24, 25]. Accordingly, the network model is con-
structed from three layers, namely, sensing layer, relay layer, and convergence layer
as depicted in Fig. 17.1. The sensing layer contains industrial sensors and radio-
frequency identifications (RFIDs), called I/O devices, which acquire and transmit
data to the relay layer. In the relay layer, routers are interconnected and forward data
to a gateway responsible for uploading data to the Internet. According to the func-
tions and specifications of I/O devices, routers, and gateways, the communication
rule between two IIoT elements is defined as follows:

e An I/O device, s;, cannot directly communicate with another I/O devices (s;, s; €
S;dys; < dy,);

e AnI/O device, s;, can only transmit data packets to a router, r(s € S,r € R; d,,

dsmax);

A router, r;, can reach another, r;, or a gateway, g(r;,r; € R, g € G;d,,.”/.
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Fig. 17.1 Network topology for large-scale IIoT deployment in the industrial environment
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Table 17.1 System model notation

Symbol Definition
dyy The distance between node u and node v
S, R, G The set of I/0 devices, routers, and gateways, respectively

seS,reR,geg

1/0O device, router, and gateway, respectively

d d

The communication distance of I/O devices, and routers, respectively

Smax * “Fmax

Eclec The energy consumed to process data

€mp> €fs The coefficients of distance-dependent multi-path fading and
free-space channel models

do The threshold for switching to the multi-path fading channel

Epa The energy for aggregation and compression

Es, E,, Eg The energy consumption of an I/O device, a router, and a gateway,
respectively

E ;f( (k, dij) The energy consumption of an I/O device i when it sends a k-bit packet
over a distance d;; to a device j

Eﬁﬁ (k) The energy consumption of an I/O device j when it receives a k-bit
packet from an device i

Einit The initial energy of IIoT elements

17.3.2 Variable Definition

Table 17.1 lists and defines all notations of parameters and variables used in this

chapter.

17.3.3 Energy Model

To evaluate the energy efficiency of ERRS, the chapter used the energy model intro-
duced in [26]. The energy for transmitting k-bits long packet from node u to node v

is computed by

Efi(k, dyy) =

X

Eeec X k+ €55 x k x d2, if dyy < dp . .
Eelec X k+€mp x k x d;‘v if duv > d()

To receive a k-bit packet, the amount of energy consumed at node v is given by

E,I»l;(k) = (Eelec + EDA) x k. (172)

Considering a cluster with a set of I/O devices N (INI < ISl), E,, E,, and E, are,
respectively computed by
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Es - E;r(k, dsr)v

X

IN| M|
E =) EN()+ Y {E) (k.dw)+EJ (b))
i=1 z,j=1
|0]

+ Y Ef¥ (k. dy,).
u=1

|P|
E, = Z ElE (k). (17.3)
j=1

where M, O is a set of neighbor nodes of router r, and P is a set of neighbor nodes
of gateway g (IMl, IPl < IRI, 10! < IGl).
Therefore, the energy consumption Ej,ger; in a cluster i is calculated by

IN|
Eclusler,i = Z Es/ + Er[ . 17.4)
j=1

The total energy consumption in a round E.y,pg i given by

Ecluster,i + Eg ifL =1

E\ound = (175)

L
Ecluster,i + Z Erj + Eg lfL =1
j=1

where the round is defined as the data aggregated from an I/O devices to a gateway,
and L is the number of hops from cluster i to gateway g.

Since the main purpose that is to minimize energy consumption for IIoT systems,
the optimization formulation of this chapter is determined by

Minimize FE,ung
subjectto £, E,, E, > 0
Ectuster > 0
INT < |S]
M|, |P| <RI
0] < 1G]

(17.6)

According to the optimization model, to minimize the entire energy consumption
of a large-scale IIoT system, first, the power consumed for one round should be
optimized, which leads to a demand for minimizing the energy consumption for
either transmission or reception of I/O devices , routers, and gateways. Next, the
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routing algorithm would search the lowest energy consumption path that owns the
least number of hops from a CH to a gateway. Moreover, in harsh environments,
such as IIoT, the hop counts also play a vital part in forwarding data in real time. In
Sect. 17.4, the routing process would be described in detail.

17.4 Energy-Aware Real-Time Routing Scheme (ERRS)

In the network, to update the information of neighbor nodes before creating a cluster
or routing a data, IloT elements in the chapter rely on the proactive protocol like
[27]. Routers and gateways periodically broadcast advertising packets (ADV) after
a predefined period of time. The ADV packet contains information about position,
hop counts, and residual energy of all IIoT elements in the network, as depicted
in Fig. 17.2. After receiving the ADV packets, all IIoT nodes can take advantage of
available information to select the cluster which owns a potential router, and construct
the data route to gateways.

17.4.1 Clustering Scheme

Because the cluster organization is relied entirely on computing the energy efficiency
required and deciding which potential cluster an I/O device should join, the network
lifetime in the IToT system would be extended significantly. The formation of a cluster
depending on the number of routers n (n =1 or n >1) in the communication range
of I/O devices is performed through the procedure of packet exchange between I/O

Position |Hop counts | Residual energy

> -
e -
o®

ADV-" (\@

Fig. 17.2 Update information from ADV packets
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Table 17.2 List of packets used by I/O devices and routers in the cluster formation process

n Packets Meanings

n=1 HELLO-REQ Start cluster formation signaled by routers
REV-HELLO-REQ Receipt of HELLO-REG informed by I/O devices
YES-RES Allowance of cluster joining confirmed by routers

n>1 HELLO-REQ Start cluster formation signaled by routers
WAIT-RES Receipt of HELLO-REG informed by I/O devices
JOI-REQ Cluster joining requested by routers
SEL-RES Selected clusters with CHs informed by /O devices

devices and routers. For clarity description of the clustering process, the important
packets are listed in Table 17.2.

(1) n=1:Asillustrated in Fig. 17.3a, to initialize the clustering process, an HELLO-
REQ (hello-request) packet is propagated from router rp its neighbor I/O devices
including sa, g, and s¢ to inform them of its role. Unlike ADV packet, HELLO-
REG is as a beacon message without included information aiming to inform
neighbor I/O devices that the cluster formation process starts. Due to receiving
only one HELLO-REQ packet sent from rp, the three I/O devices immediately
decide to be cluster members of the cluster of router rp without considering
the energy efficiency. When sy, sp, and s¢ expect to join the cluster of rp,
they transmit REV-HELLO-RES (receive-hello-response) packets containing an
identification number, residual energy, and position information to acknowledge
receipt of the HELLO-REQ packet and to get permission from CH rp. If the
REV-HELLO-RES is received successfully by CH rp, rp allows the three I/O
devices to be its cluster members by sending YES-RES (yes-response) packets
including the routing information with CHto s4, sg, and s¢. Then, the I/O devices
update their own routing table, and the cluster organization is completed, as
described in Fig. 17.4.

(2) n>1: Unlike I/O devices sp, and s¢ in Fig. 17.3b, s4 can communicate with
routers rp, rg, and rg; therefore, so we consider only the cluster selection of
I/0 device s4. To inform three routers of the successful receipt of HELLO-REQ
packets from them, I/O device s, broadcasts WAIT-RES (waiting-response)
packets containing its residual energy and position information.

Including the residual energy of s,4, the average residual energy of all I/O devices
in each cluster calculated by the router is given by

W]
- i1 Eg res;
Eclusler—resj = %» a7.7)

where Ej e, = Einic — ZOO E;, is the residual energy of an ith I/O device, and

round=1

W is a set of I/O devices in a cluster. Then, the JOI-REQ (joining-request) packet
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Smax

Fig. 17.3 Router distribution: a one router in the communication range of each I/O device, and b
three routers in the communication range of one I/0 device

Router (CH) 1/0 device #1 (X X ) 1/0 device #m
HELLO-REQ _
: o HELLO-REQ _
_ REV-HELLO-RES
: E REV-HELLO-RES
YES-RES .
s g YES-RES .

Updating routing table
and calculating
transmission power

Updating routing table
and calculating
transmission power

Updating routing table
and calculating
transmission power

Fig. 17.4 Creating a cluster withn =1

containing the average residual energy and location of rp, rg, and rp is replied from
the three routers to sy4.

By employing the information in JOI-REQ), the PI that s4 computes for each router
is obtained from the following:

Es—resk 1

Plskr. ==X s
J E d

cluster-res; SkF'j

(17.8)

where ds,‘,/. = \/ (xsk — )c,/.)2 + (ysk — y,/.)z. Among three routers, s4 decides to join
the cluster whose the CH owns the greatest PI and informs rp, rg, and rp of its
selection through a SEL-RES (selection-response) packet. The router, as the potential
CH, is defined as
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Fig. 17.5 Creating a cluster with n >1

CH = {rj| argmin{PISk,f}, rieR, sk€ S}. (17.9)

The process of creating a cluster for this case is summarized in Fig. 17.5.

17.4.2 Routing Scheme

After finishing the cluster organization process, the IIoT system includes formed
clusters and their selected CHs (selected routers) as illustrated in Fig. 17.6.

In a cluster, after aggregating the data transmitted by I/O devices during their
allocated transmission time, each router provides an energy-aware real-time routing
function to forward the data to gateways. At the beginning of routing data packets
to a gateway, an INI-ROU (initializing-route) message is propagated from a router
to its neighbors within the communication range d,, . If the neighbors receive the
INI-ROU successfully, they request permission to forward the data by transmitting
their WAIT-ACK (waiting-acknowledgment) message consisting of their address,
hop count, residual energy, and positional information.

8des = {gilargrrlzin{dmg[}, §i€Z, ZC Q}, (17.10)
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Communication links between CHs Communication links between CHs

i ) (routers) or CHs and Gateways q<==> and I/O devices in clusters

Fig. 17.6 A sample topology of IIoT system with clusters and CHs (routers) selected after finishing
one round of clustering organization

Fig. 17.7 Gateway distribution: a the gateways are distributed in r4’s communication range, and
b the gateways are distributed out of r4’s communication range

where Z is a set of gateways in r4’s communication range, and d,,, =

\/(xrA - xgi)z + (yrA - ygi)z‘

In the case that there is only a gateway in r4’s communication range like
Fig. 17.7al, the data is forwarded directly from r, to the gateway directly after
r4 receives WAIT-ACK from the gateway. However, regarding Fig. 17.7a2, if sev-
eral neighbor gateways are distributed in the communication range of r4, the routing
algorithm employed the transmission distance to select the gateway. To complete the
route, r4 only sends data to the closest gateway gges determined by

.
d,, = &i=1%mn (17.11)
! |0
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where Q is a set of r4’s neighbor nodes and d,,,, = \/(x,A — )c,,,)2 + (y,A — y,/.)z.
Then, the average residual energy of |Q| neighbor nodes is determined by

|0]
— i Er—res»
Ejres = ZL (17.12)

10|

where E;res; = Einit — Z:)jundzl E,.

Due to the demand of minimizing transmission energy and retaining balance of the
IIoT system, at the first stage of selecting the next-hop forwarder, the routing scheme
utilizes the transmitting data distance from r4 to its neighbors and each neighbor’s
residual energy. If a neighbor satisfies the condition that its transmission distance is
less than d,,, and its residual energy is greater than E, ., it can take part in the set

defined by NH as follows:

NH = {ri|dmri = d-rAr NE e > E_‘rfreSv rpeQ, QC R} (17.13)

Relied on the role of hop count presented in Eq. (17.5), to degrade power consump-
tion and end-to-end delay in the IIoT, among routers in NH, the potential forwarder
of ry is denoted as follows:

INH = {{r,-| arg%i%{l{hop counts}, r, e NH, N'H C R} (17.14)

Eventually, in the completion of determining the next potential hop, r4 replies
a modified INI-ROU message to indicate which router gets permission to forward
data. The next routers are responsible for conducting the routing process until 74’s
destination succeeds in receiving all data packets from it.

17.5 Performance Evaluation

17.5.1 IEEE 802.15.4a CSMA/CA Scheme for IloT

According to [28-31], by using 14/16 channels in the ISM band, IEEE 802.15.4a
assigns channels to each cluster to avoid inter-cluster interference. In addition, the
IEEE 802.15.4a also provides Chirp Spread Spectrum (CSS) PHY which are widely
employed to solve the energy consumption problem in a large-scale network, as
mentioned in [32]. Thanks to a power-management mechanism defined by IEEE
802.15.4a, the beacon-enable mode can potentially reduce power consumption.

In terms of channel accessing, although TDMA was used to satisfy the reliability
requirements in industrial applications [33] and the IoT [34-37], there has been
several strict limits on the duration of TDMA slots, i.e., which is fixed to 10 ms
in WirelessHART, and the TDMA frame length would be extended if there is an



17.5 Performance Evaluation 231

(a) (b) ()

‘ : PAN coordinator

O : Ordinary node

Fig. 17.8 Topology supported by IEEE 802.15.4: a star network, b mesh network, and ¢ cluster
tree

increase in the number of sensors in IIoT. Therefore, it is not as flexible as IEEE
802.15.4 in terms of superframe durations and beacon intervals. Moreover, based
on Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) , the articles
[38—40] demonstrated that IEEE 802.15.4 provides some advantages which make
the real-time systems run accurately, compared to time division approaches. Thus,
in this simulation, the IIoT elements operated IEEE 802.15.4a CSMA/CA protocol
with beacon-enable mode as MAC layer while CSS was implemented at PHY layer.
In other words, IEEE standard 802.15.4 provides the fundamental lower network
layer of a type of wireless personal area network (WPAN), which concentrates on
low-cost, low-speed, ubiquitous communication between devices. As in [41], the
basic components in an IEEE 802.15.4 network consist of a PAN coordinator and
ordinary nodes. The PAN coordinator is responsible for managing the entire network,
while ordinary nodes associate with the coordinator to participate in network opera-
tions. Regarding network topology, IEEE 802.15.4 not only supports the simple star
network, but it also utilizes multi-hop topologies, such as cluster tree and mesh, as
shown in Fig. 17.8. In this study, we deploy the proposed algorithms in a cluster-tree
topology of the IEEE 802.15.4 standard to reveal the efficiency of the algorithms.

17.5.2 Simulation Model

ERRS is verified by OPNET Modeler. The IIoT system included 300 I/O devices,
100 routers, and 50 gateways. The gateway acted as PAN coordinators and the routers
acted as coordinators. Meanwhile, all I/O devices acted as end devices associated
with their coordinators. All TIoT elements were allocated randomly in a 500 x 500 m?
area. Table 17.3 details the main simulation parameters.
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Table 17.3 Simulation
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Symbol Definition
parameters IIoT terrain size 500 m x 500 m

IIoT element distribution Randomly

|S| 300

IR 100

14 50

s> Armax [0; 15 m]

MAC layer IEEE 802.15.4a

CSMA/CA with

beacon-enable mode

Duration of one backoff period slot
for operations

320 us

Beacon order (0 < BO < 14) 13
Beacon interval (BI=15.36 x 2B0) | 1258
Superframe order 7
(0<SO<BO<14

Active period (SI=15.36 x250) 1.97 ms
PHY layer CSS
Carrier-sensing range 30m

Radio propagation

Two-way ground

Data rate 11 Mbps

Packet size 32 bytes

Eclec 50 nJ/bit

Epa 5 nl/bit/signal
Einit 2]

€5 10 pJ/bit/m?

€mp 0.0013 pJ/bit/m*
do 75 m

17.5.3 Simulation Results

To reveal the enhancement of ERRS, it was compared with Minimal Energy Con-
sumption Algorithm (MECA) [24], Distributed Cluster Computing Energy-Efficient
Routing Scheme (DCC) [42], and Energy-Aware Routing (ERA) [43] in terms of
energy consumption, network lifetime, and end-to-end delay. ERA, ERRS is quite
similar to, was limited to only Wireless Sensor Networks instead of larger scale
and complex systems like the IIoT. Meanwhile, MECA and DCC were employed
to qualify the power constraints in IoT systems. MECA utilized the optimization
model to find the lowest energy path from the source to the destination, while DCC
only focused on indicating how to form a cluster using residual energy. However,
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Fig. 17.9 Average energy consumption of I/O devices

the authors of MECA and DCC did not evaluate the impact of their schemes on
end-to-end delay of their systems. Therefore, these previous works have several sig-
nificant limitations. Thanks to an optimal routing implemented on IEEE 802.15.4a
CSMA/CA, ERRS outperforms the conventional schemes in terms of power saving
and end-to-end delay.

17.5.3.1 Energy Consumption

Figure 17.9 depicts the average energy consumed by I/O devices when increasing
the number of rounds.

Of all four routing schemes reducing the energy consumption of I/O devices,
ERRS can achieve the lowest energy dissipation, a gradual decrease from 7.8 x 107>
t0 2.9 x 1073 J, in comparison with other methods.

MECA searched for a path that consumes the lowest energy to forward data using
only Steiner tree and a simple K-means clustering method. Transmission distance
was not considered as a metric for forming a cluster and a route. Consequently, the
amount of power spent sending data by sensing nodes in MECA is highest among
four routing schemes. The authors of DCC and ERA presented optimal methods
that can create potential clusters using residual energy and distance. However, DCC
deployed the algorithm in a topology that consisted of a BS while the scheme in
ERA was proposed in WSNs. Therefore, when employed in large-scale IloT systems,
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obviously, each I/O device in the above algorithms cannot save power as much power
as ERRS.

To further demonstrate the more positive impacts of ERRS, this study considered
the effects of the four schemes into account on E.y,,¢ When varying the distance
between the sensing layer and the convergence layer. Owing to the large scale of IToT
systems, transmission distance has been a challenge for routing. Due to forwarding
data directly to the destination instead of multi-hop paths, all the CHs in DCC need
consumption of more transmission power than ERA and the application of a Steiner
tree algorithm to search a path as shown in Fig. 17.10.

Owing to the advantages of IEEE 802.15.4a which are low power and long-
communication range, ERRS still maintains the lowest energy consumption, which
is in the range from 1.9 x 10™* to 5.9 x 10~ for a round when the distance from an
I/O device to the gateway is extended.

17.5.3.2 Network Lifetime

The network lifetime of the four routing algorithms is illustrated clearly in Fig. 17.11.
In this chapter, the lifetime of the network is referred to the number of alive nodes
remaining operational after rounds of data transmission. As introduced in the system
model, the first purpose of ERRS was reducing the data transmission power of I/O
devices in a cluster. Thus, transmission distance and residual energy were considered
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to create an optimal cluster structure. In addition, structuring the system into three-
tiered layers characterized by different roles of different devices in layers, the traffic
load of the network is decreased and balanced significantly, that results in power
saving for all the devices in the systems.

Regarding selecting energy-efficient routing paths, ERRS not only selects the
most reliable sink to complete the route, but was responsible for selecting the multi-
router path that had the lowest energy dissipation to forward data from the I/O devices
to the gateways. Moreover, because IEEE 802.15.4a could avoid negative effects of
interference and collisions, ERRS outperformed all related in extending network
lifetime.

17.5.3.3 Average End-to-End Delay

In the two algorithms described by MECA and DCC, the hop count factor was not
taken into account as a condition for constructing a route. Meanwhile, to guarantee
latency requirements for large-scale IIoT systems, ERRS in this study selected the
potential forwarder with the lowest number of hop counts to a gateway. In large-
scale complex networks like the IIoT, besides addressing the power-saving issue,
demand for maintaining the lowest end-to end delay has been increasing. As a
result, ERRS utilized the shortest path with the minimum hop count to decrease
end to-end delay from I/O devices to gateways. In addition, when forwarding data
simultaneously between clusters, unsuccessful transmission caused by collisions or
inter-cluster interference were mitigated by IEEE 802.15.4a CSMA/CA algorithm.
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As shown in Fig. 17.12, the end-to-end delay in ERRS remains steady at the lowest
level ranging from 0.0118 s to 0.0051 s when compared to the other schemes.
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Even when the distance between the sensing layer and the convergence layer was
extended as in Fig. 17.13, the proposed approach still achieved the best outcome.
Although the average end-to-end delay of all four routing schemes grew exponen-
tially, the increase in the delay of ERRS was significantly lower than the remains.

17.6 Conclusions

This chapter proposed a routing approach that can minimize the entire energy con-
sumption of large-scale complex IIoT. Relying on two crucial keys of transmission
distance and residual energy, the routing approach overcame the disadvantages of
the previous works. As well as proposing an optimal routing, the study also defined
an energy-based clustering method employing a new parameter, namely, the select-
ing factor. The selecting factor was used by I/O devices to join an eligible cluster.
Besides evaluating the efficiency of ERRS, the research also satisfied the latency
requirements of IIoT systems utilizing hop count as a condition of constructing a
data route. The simulation results showed that ERRS outperformed the conventional
schemes in terms of power savings, network lifetime, and average end-to-end delay.
As a future research direction, the efficiency of ERRS will be verified by implemen-
tation of existing devices in industrial factories to address practical concerns. And,
to extend the contribution of this chapter, we will investigate ERRS in military and
agricultural applications.
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Chapter 18
3D Perception Framework for Stacked e
Container Layout in the Physical Internet

18.1 Introduction

The way goods are moved has become more and more inefficient with a huge impact
on the environment. In the work [10], 13 key symptoms are reported to highlight
the unsustainability of the current logistics systems. Toward the future visions, the
work claims that such traditional logistics paradigm is no longer working and cannot
meet the requirements of modern society. That is why it has increasing amounts of
green initiatives at tactical, strategic, and operational levels of logistics [8]. How-
ever, these initiatives often seem limited to specific applications for a single firm
or within a limited number of chain partners, rather than across the entire supply
chain. In this context, a new integrated logistics paradigm is necessary by correlating
economic, ecological, and social aspects, and also including all stakeholders of the
supply chain. The Physical Internet is becoming an extremely promising solution to
the global logistics sustainability grand challenge. This initiative proposes to design
a system to move, handle, store, realize, supply, and use physical objects through-
out the world in a manner that improves efficiency, effectiveness, and sustainability
simultaneously [2]. This paradigm shift is mainly founded on the interconnection
of logistic networks and the encapsulation concept, in a similar way to the inter-
networking and transport of packets in the Digital Internet. The latter encapsulates
information in standardized data packets. Besides, all interfaces and protocols are
designed and developed independently so as to exploit this encapsulation properly.
In this way, data packets can be processed by different network equipment (e.g.,
routers or switches), and carried through different networks using various types of
media. By analogy, the Physical Internet does not manipulate physical goods directly,
but standardized modular containers (called 7 -containers) that encapsulate physical
merchandises, and composite 7 -containers which can be composed of a set of uni-
tary and smaller -containers. The interfaces and protocols of Physical Internet are
designed through -facilities (such as w-hubs, 7w -movers, x-carriers, etc.) to obtain
an efficient and sustainable universal interconnectivity [16]. Therefore, the core of
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the Physical Internet concept is the handling of m-containers throughout an open
global logistic infrastructure.

This vision will require rethinking the global supply chain, where modu-
lar m-containers will be manipulated over time (transport, store, load/unload,
build/dismantle ...) but also, their subparts may be changed among the different
nodes of the Physical Internet network (e.g., partial loading/unloading, containers
splitting and merging). This composition/decomposition of m-containers is a key
element to generate an efficient and sustainable global logistics chain [9]. Moreover,
the Physical Internet is expected to exploit the capabilities of smart containers as
much as possible, in order to enable decision-making processes on the spot that will
open new opportunities such as real-time routing [15]. For instance, 7 -containers
could adapt their routing plans in each m-hub, given new current information on
opportunities and constraints. As a result, a significant challenge is then to maintain
the mr-container traceability in a highly dynamic transport and logistic system.

Although the constitution of a composite 7 -container can be assumed to be per-
fectly known when it was set up, the multiplicity of various routing and transforma-
tion processes in Physical Internet can introduce a desynchronization between the
physical and informational flows. To overcome this problem, we propose a system
able to generate and maintain automatically a virtual 3D layout reflecting the spatial
distribution of m-containers. The objective is to identify but above all to be able
to locate the exact position of stacked items. To do this, the reliance on wireless
technologies and localization techniques is needed. However, the originality of our
approach is to be independent of the quality of received signals, which is important
in harsh environments and operating conditions encountered in logistics. Besides, no
pre-installed localization infrastructure is required. Our approach is based on the use
of smart 7 -container embedding wireless sensor nodes and the knowledge extraction
from the obtained spontaneous network. Once information collected, a Constraint
Satisfaction Problem (CSP) can be formulated, where each feasible solution of the
CSP is a potential loading pattern. The resulting composite container model can be
used to provide up-to-date information (permanent inventory) but also to detect any
error during the encapsulation process, which might have a negative impact on the
overall effectiveness and efficiency of the Physical Internet.

The remainder of this chapter is organized as follows: Sect. 18.2 summarizes the
previous works related to localization technologies and techniques commonly used
in logistics management activities. Section 18.3 formally defines the problem and the
methodology to generate the virtual 3D layout of a composite -container, followed
by the mathematical formulation of the CSP problem in Sect. 18.4. As a proof-of-
concept, application and results are given in Sect. 18.5, where generated problem
instances are utilized. Finally, some conclusions and perspectives are provided in
Sect. 18.6.



18.2 Literature Review 243

18.2 Literature Review

Inbound and outbound logistics systems typically include activities such as trans-
portation and distribution, inventory, warehousing, and materials handling. To
improve performance and increase productivity, the use of automation in supply
chain processes has expanded dramatically in recent years. For instance, maximum
productivity can be obtained in material handling through minimizing the number and
complexity of handling operations. To do this, it is desirable for all the movements to
be as simple and automated as possible [7]. Similarly, the use of ICT (Information and
Communication Technology) provides more information availability and visibility in
the supply chain management for transaction execution, collaboration/coordination
and decision [17]. For that purpose, the reliance on identification and localization
technologies into logistics processes is prominent.

Technologies and devices, such as bar code readers, Radio-Frequency Identifica-
tion (RFID) tags, have revolutionized the way to automatically and continuously iden-
tify logistics objects. These automatic identification systems also known as Auto-ID
technologies are mainly used to detect the presence of nearby objects. In this process,
tagged objects equipped with a barcode label or a RFID chip are localized when they
are in proximity to optical or RF readers, respectively. Although Auto-ID technolo-
gies have been proven to be sufficiently adequate for localization in some logistics
applications, such as inventory management, there are numerous other applications
that cannot benefit from this technology due to some limitations. These limitations
are mainly related to the environment in which tags and readers communicate [13],
and also the location accuracy reduced to the presence or not of the object in the
range. The localization precision also depends on the type of tags (passive, active,
and semi-passive tags) and the number of readers used.

To overcome the problem concerning the lack of accuracy, several approaches
have been proposed in the literature. Most of them rely on the combination of Auto-
ID systems with other positioning technologies and techniques. This is certainly due
to the large deployment of Auto-ID solutions in all logistics activities. For instance,
the authors in [5] propose a hybrid RFID-GPS system to realize continuous moni-
toring and precise localization in a vehicle terminal. The data collected by the RFID
reader are combined with GPS position to track and trace mobile equipment in real
time. When GPS signals are not available like in an indoor environment, other sig-
nals can be used. A highly accurate indoor location system (SmartLocator) using
infrared signals and RFID is introduced in [4]. The solution increases the efficiency
of warehouse input/output operation and enables the effective utilization of storage
spaces in a completely free (or random space allocation) warehouse. Thiesse, Fleisch,
and Dierkes in their work [19] proposed a real-time localization system (LotTrack)
which combines RFID and ultrasound sensors. Their approach based on trilatera-
tion method (like GPS solutions) is used to improve tracking visibility for inbound
logistics in a chip-manufacturing company. In the previous works location estimation
techniques are used to determine the position, in particular, trilateration and prox-
imity. Recently distance measurement conditions, the authors have obtained, with
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standard UHF passive RFID, acceptable accuracy which can satisfy the localization
requirement in warehouse environments [20].

Other localization technologies have also been experimented such as Wireless
Sensor Networks. WSNs offer a number of advantages over RFID implementations
such as multi-hop communication, sensing capabilities, and programmable sensor
nodes. Moreover, the growing trend of smart objects in logistics enables the develop-
ment of these new localization solutions. For instance, the localization of euro-pallets
within a high bay warehouse is proposed in [18]. Sensor devices based on the wire-
less 802.15.4 technology are installed on pallets and four anchors are fixed to the
racks. The distance measurement is obtained using signal propagation delay and
an Extended Kalman Filter to reduce the noise and obtain a precise location. The
authors employed the same technique to track forklift trucks in the warehouse [14].
A WSN approach has been studied with outdoor localization of shipping containers
in ports and terminals [1]. Each container is equipped with six nodes and uses RSS
measurements combined with the geometrical constraints to determine the relative
position of containers.

From the above-related works, we propose in this chapter a nonconventional WSN
approach where no distance measurement is needed. We exploit the neighborhood
information between nodes of the Wireless Sensor Network. This information is used
to determine the physical layout of a composite -container in the Physical Internet.

18.3 Problem and Methodology

18.3.1 Problem Definition and Proposed Approach

As mentioned in the introduction, the Physical Internet manipulates modular
m-containers through an open global logistic infrastructure, including key facilities
such as m-hubs. The m-containers are organized into three functional categories:
transport, handling, and packaging containers, with their modular dimensions [11].
Although the set of modular dimensions must be subject to an international standard
committee so as to obtain maximum consensus, the partners of the CELDi PI project
[6] developed a mathematical model to determine the best container size to maximize
space utilization. They demonstrated that a set of external dimensions including the
following values in meters {0.12, 0.24, 0.36, 0.48, 0.6, 1.2, 2.4, 3.6, 4.8, 6, 12},
increases the space utilization at the unit load level. These m-containers can be
composed and interlocked to build “composite” 7-containers and later decomposed
into sets of unitary m-containers, as depicted in Fig. 18.1. The m-containers are
key elements of the Physical Internet and we propose in this chapter, a 7-container
traceability system for a better synchronization of the physical and informational
flows during the composition/decomposition processes. Such a system can provide
information availability and visibility, and thus contributes to the efficiency of a
future open global logistics system.
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Fig. 18.1 Example of composition/decomposition of PI-containers sourced from [12]

The objective of this work is therefore to generate a virtual 3D layout reflecting the
physical layout of a composite 7 -container (with the exact position of stacked unitary
m-containers). For that purpose, we consider that each -container is a smart object
according to the key functional specifications of -containers [10]. In other words, a
mr-container is equipped with low-cost sensors and communication devices to be able
to sense and measure its environment, and communicate with other smart containers.
An example of the integration of all these capabilities is the Intelligent Container (so-
called InBin) recently developed by the Fraunhofer Institute for Material Flow and
Logistics. We assume in our approach that a wireless sensor node is attached to one
corner of each container and stores information about the container such as the con-
tainer category, the identifier, and its dimensions. In a consistent manner, one sensor
node embedded at the composite container level, acts as a gateway and provides the
interface between the management information system and the composite container.
This node will be also used as an absolute reference to determinate the virtual 3D
layout. According to the transmission range of the sensor nodes, the composition of
a composite w-container will establish a spontaneous wireless network, as shown
on the left side of Fig. 18.2. As a result, each rr-container can collect information
about its neighborhood and compute its neighbor list. Once collected at the gateway,
a Constraint Satisfaction Problem (CSP) can be formulated where:

e The neighbor table gives position constraints between the unitary s-containers,
but also with the composite 7 -container. It represents allocation restrictions in the
CSP problem.

e The container size provides basic geometric constraints. The unitary 7 -containers
lie entirely within the composite container and do not overlap. Each one may only
be placed with their edges parallel to the walls of the composite 7 -container.
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Fig. 18.2 General overview of the proposed approach

Also, each feasible solution of the CSP is a potential loading pattern, and the
resulting virtual 3D layout can be generated through a graphical user interface. The
Figure illustrates the general approach proposed in this chapter.

18.3.2 Methodology and Assumptions

The approach proposed above relies on two main principles. The first concerns the
wireless sensor nodes which are programmable and can be synchronized to execute
specific tasks that include collaboration among local neighbors. The gateway can
play a role of coordinator in the network. The second one is related to the trans-
mission range of the nodes which is influenced by several factors like the operating
frequency, the transmission power or the antenna gain. We consider here the trans-
mission range as the distance where the communication between two nodes can be
set up, and beyond which the quality of the communication exceeds a given stability.
We assume that each node uses one omnidirectional antenna and can change its trans-
mission range through the control of the transmission power level. To verify that this
assumption is reasonable, we realized some experiments using a MICAZ platform.
The nodes are based on a 2.4 GHz IEEE 802.15.4 compliant RF transceiver offering
32 transmission power levels. The experimentation has been realized under different
conditions (e.g., sensor’s line-of-sight or obstacles). A communication distance from
a few centimeters to several dozen meters is achieved in consonance with the range
of the RF power values. The detailed results being out of the scope of the chapter,
they are not given here. To conclude, each unitary w-container (with the external
dimensions previously given in Sect. 18.3.1) can adapt its transmission range and
detect the proximity of other & -containers in its environment, and communicate with
them.

As a result, position constraints between the unitary w-containers which will be
used in our CSP, can be obtained after several successive operations performed in
collaboration at the gateway and node levels:
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(1) The first one concerns the identification of the number of unitary  -container that
composed the composite 7 -container. This can be achieved by the implementa-
tion of a discovery mechanism to count the number of nodes in the network. This
task initiated by the gateway is performed by broadcasting an announcement
request, and after receiving it, each node replies with a packet that contains the
identifier of the m-container. The identifier can also be used to ensure that the
detected m-container belongs to the composite r-container. If the transmission
range is smaller than the dimension of the composite 7 -container, all containers
cannot be discovered at the same time. On the other hand, the protocol must
be adapted to a multi-hop algorithm needed to discover the entire network. The
algorithm can be repeated at a different time to be tolerant to possible packet
losses.

(2) After that, each node detects and identifies the proximity of other nodes. The
same discovery algorithm can be used to search neighbors. A node broadcasts
discovery packets so that they reach all nodes in the neighborhood. At this step,
we only assume bidirectional communication links. That is, sensor nodes i and
J are neighbors if i can receive j’s messages and vice versa. The algorithm can
also be repeated at a different time to be tolerant to possible interferences. The
symmetric neighbor relation implies that sensor nodes use the same transmis-
sion power level. Each node can compute a local neighbour list that gives the
relative position between the unitary  -containers. This information is essential
to generate pertinent allocation constraints for our CSP, thereby reducing the
number of feasible solutions. This point will be discussed in the following of
this section.

(3) The node attached to the composite m-container can be used as a reference
of our localization system. Hence, the position of all the w-container can be
derived from this absolute position. Forwarding mechanisms based on a multi-
hop routing tree are commonly used in Wireless Sensor Networks to transfer
collected data throughout the network. Such a technique is used to collect the
local neighbor lists at the gateway where they are combined together to generate
a global neighbor list, before to be expressed as position constraints in our CSP.

The advantage of our approach is that the properties of the received signals, e.g.,
signal strength or angle of arrival, are not considered in the successive operations
to localize the m-container. The position is only determined from geometrical and
neighborhood information of the m-containers, which is important in harsh envi-
ronments and operating conditions encountered in logistics. However, the number
of feasible solutions issued from the CSP solver is directly linked to the pertinence
of the global neighbor list, and therefore, the choice of the transmission range is
important.

Indeed, two nodes are neighbors if they can communicate, i.e., the distance
between them is lesser than or equal to the transmission range. Therefore, with a
transmission range smaller than the smallest dimension of the m-containers, a lot
of nodes will be unable to find neighbors in close proximity. This is illustrated in
Fig. 18.3 where a composite -container is made up of five w-containers (7w cy, wc
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Fig. 18.3 Influence of the transmission range on the number of solutions

. mes). The distribution of the sensor nodes (black squares) corresponds to the
arrangement obtained when the composite rr-container is set up. The global neigh-
bor list is modeled by an undirected graph for different transmission range R;. A
vertex represents a sensor node belonging to a w-container, and edges, the neigh-
bor relationships between them. The neighbor graph obtained with a transmission
range R;, inferior to the smallest dimension of the i -containers, is an edgeless graph
(with no edges). Therefore, it will be impossible to specify position constraints in
our CSP. The number of feasible solutions, i.e., virtual 3D layouts for the compos-
ite -container, will correspond to every possible arrangement of the m-containers
into the composite -container. Similarly, if the transmission range is superior to the
length of the composite 7 -container diagonal, all nodes are neighbors one of another.
The neighbor graph will be a complete graph, as depicted in Fig. 18.3 with R;. A
lot of solutions, where the position constraints will be satisfied, can be found from
a simple permutation or rotation of -containers. Thus, the transmission range must
be adapted according to the 7 -containers dimensions in order to obtain pertinent and
sufficient position constraints.
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18.4 Mathematical Formulation of the CSP Problem

Assume that a set of w-containers with modular dimensions is currently stacked in a
composite -container with given external dimensions. A Cartesian coordinate sys-
tem is fixed to the Front-Left Bottom corner (FLB) of the composite 7 -container and
defines the origin and orientation of the three axes of a three-dimensional space. We
also designate the FLB corner of each r -container as the origin of its own coordinate
system. This position denotes the orientation of a m-container, and corresponds to
the initial location of the wireless sensor node. A set of neighborhood relations is
defined from the global neighbor graph for a given value of the transmission range.
In addition, we consider that i -containers can be freely rotated into different orien-
tations. The objective of the CSP problem is to find the absolute coordinates and the
orientation of each m-container, while satisfying the following set of constraints:

e Each m-container is stacked in the composite 7 -container.

e Each m-container must be orthogonally placed into the container.

e The overlap among the 7 -containers is prohibited.

e All neighborhood relations about the unitary m-containers and the composite
m-container must be respected.

A solution to the CSP is a complete assignment that satisfies all the constraints.
The following sections provide a summary of parameters and variables, and include
a mathematical model of the Constraint Satisfaction Problem. This model is based
on the mathematical formulation proposed by Chen et al. [3] to formulate the general
container loading problem. This model has been adapted to consider the neighbor-
hood constraints.

18.4.1 Parameters and Variables

18.4.1.1 Parameters

n Total number of unitary m-containers stacked in the composite
m-container (determined from the counting algorithm given in
Sect. 18.3.2).

T m-container set, where i € {0, ..., n} and m¢ is the composite -
container.

(X0s Yo» Z0) Origin of the Cartesian coordinate system, with x, =y, =z, = 0.

(L;, Wi, H;) Nonnegative external dimensions indicating the length, width, and
height of the wc;.

(L., W., H.) Nonnegative external dimensions indicating the length, width, and
height of the composite -container.

R Transmission range of sensor nodes.

Vv i X j matrix with i and j € {0, ..., n}
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The matrix elements V;; denote the neighbor relationship between containers 7 ¢;
and 7rc;. V;;is equal to O if i=j. The remaining elements of the matrix V are deduced
from the global neighbor list with: V; is equal to 1 if w¢; and 7¢; are neighbors;
otherwise, it is equal to —1.

18.4.1.2 Variables

(xi, yir 2i) Continuous variables indicating the coordinates of the FLB corner of
container mc;.

(Xni»> Yni» Zni)  Continuous variables indicating the coordinates of the sensor node
fixed to container 7 c;.

(Lis Lyis 1) Binary variables indicating whether the length of container mc; is
parallel to the X-axis, Y-axis, or Z-axis. The value of [,; is equal to
1 if the length of container 7 ¢; is parallel to the X-axis; otherwise, it
is equal to O.

(Wyi, Wyi, w;) Binary variables indicating whether the width of container mc; is
parallel to the X-axis, Y-axis, or Z-axis. The value of w,; is equal to
1 if the width of container 7 ¢; is parallel to the X-axis; otherwise, it
is equal to 0.

(hxi, hyi, h;;)  Binary variables indicating whether the height of container m¢; is
parallel to the X-axis, Y-axis, or Z-axis. The value of h,; is equal to
1 if the height of container m ¢; is parallel to the X-axis; otherwise, it
is equal to 0.

It is clear that the binary variables, I.;, ly;, i, Wxi, Wyi, Wy, hyi, Ry, and hy;, are
dependent and determine the orientation of container 7 ¢;. For example, if the length
(L;), width (W;), and height (H;) of the mc; are parallel to the X, ¥, and Z axes,
respectively, then I,;, wy; and h;; are equal to 1 and all the other variables are null.
Consequently, the relationships between these variables need to be verified.

For each pair of m-containers (wc;, mc;), there is a set of six binary variables
(Right;;, Left;, Behind;, Front;, Below;;, and Above;) that defines their relative
positions in the composite -container. Binary variables will be 1 if the container
7¢; is to the right of, to the left of, behind, in front of, below, or above the container
mc;, respectively; otherwise, 0. These variables will be used to ensure that containers
do not overlap.

18.4.2 Formulation

From the parameters and variables described above, the constraints of the CSP prob-
lem are as follows:
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Vi,j, 1 < l,] Sn:RightU '[)Cj —()C,'+lxi 'L,'+Wxi . W,"f'hxi H,)] 20
(18.1)
Vi, j, 1 <i,j<n ZLCft,’j - [x; _(xj+lxj 'Lj+ij . Wj+hxj H])] >0 (18.2)

Vi,j,lfi,j §n:Behind,:,-~[y‘,~—(y,»+ly,~-L,-+wy,~-W,-+hy,--H,-)]zO
(18.3)

Vi,j,] <i,j Sn:Front,»j-[y,- _(yj"'lyj’Lj"'Wyj 'Wj+hyj Hj)] >0
(18.4)
Vi, j,1 <i,j<n:Below;;-[z; —(zi+1l;i -Li+wy; Wi +h; -H) >0

(18.5)
Vi, j, 1 <i,j Sn:Above,-j - lz; _(Zj+lzj 'Lj+wzj 'Wj+hzj HJ)] >0

(18.6)

Vi,j,1<i,j<n: Rightij + Left;; + Behind;; + Front;; + Below;; + Above;; > 1

(18.7)
Vi, 1 <i<n:xj+lL;-Li+wy -W;+hy -H <L, (18.8)
Vi, l<i<n:y+ly-Litwy Withy H < W, (18.9)
Vi, l<i<n:z+li Li+ws W +hy H <H, (18.10)

Vi, 1 <i<n:((i+li Li+we-Withy H)—Xp) (i —x2) =0
(18.11)

Vi, 1<i<n:((yi+l -Li+wy -Wi+hy - H)—Yu) (i — Yni) =0
(18.12)

Vi, 1 <i<n:(@i+l; Li+wy -Wi+hy- H)—2zu) (2 —z.) =0 (18.13)

Vi’ ja 0 = l’] =n: Vij\/((xni - xnj)z +(yni - ynj)2 +(Zni - an)Z) = Vl]R

(18.14)

Vi, 1<i<n:ly+l+l;=1 (18.15)

Vi, 1 i <n:wy+wy+wy =1 (18.16)
Vi, 1<i<n:hg+hy+h;=1 (18.17)
Vi1 <i<n:lj+wg+h,;=1 (18.18)
Vi,l1<i=<n:li+wy,+h,=1 (18.19)
Vi, 1 <i<n:lij+w,;+h; =1 (18.20)

We can distinguish the constraints related to the neighborhood relations between
nodes and those related to geometric feasibility conditions to place the m -containers.
The constraints (18.1)—(18.7) are nonoverlapping conditions and certify that -
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containers do not overlap. Constraints (18.8)—(18.10) ensure that all 7-containers
are within the composite 7 -container. Constraints (18.11)—(18.13) represent the rela-
tion between the coordinates of the FLB corner and of the sensor node. The sensor
node can potentially be placed at one the eight corners of the 7 -container according
to m-containers can be freely rotated. Constraint (18.14) certifies that all neighbor
relationships have been respected. Finally, constraints (18.15)—(18.20) ensure that
the binary variables which determine the position of the w-containers are properly
controlled to reflect practical positions. This model leads to find the absolute coordi-
nates and the orientation of each 7 -container, which satisfy the neighbor relationships
between the sensor nodes.

18.5 Application and Results

18.5.1 Experimental Setup

To validate the above approach and model, we consider scenarios that represent
real compositions of a composite -container. The objective is to find the spatial
distribution of staked m-containers. As a proof-of-concept, a set of nine modular
m-containers are presented in [9]. As mentioned in Sect. 3.1, the external dimen-
sions of m-containers represent a large scale of values in order to cover all the
functions, namely transport, handling, and packaging. Moreover a transmission
range from a few centimeters to several dozen meters can be currently achieved with
wireless sensor platforms. That’s why a set of normalized values {1, 2, 3, 4} for
the m-container dimensions are used, as shown Fig. 18.4. The sensor nodes (black
squares) are initially fixed to the front-left bottom corner of the m-containers, and
the origin of our Cartesian coordinate system is defined by the node of the composite
m-container. We defined different scenarios where all the 7-containers are stacked
so that they fit perfectly the volume of a composite 77 -container with the dimensions
[4 x 3 x 3]. They differ by the amount, the heterogeneity and the final orientation of
mr-containers stacked in the composite 7 -container.

The scenarios are illustrated in Fig. 18.5. A strongly heterogeneous set of 9 -
containers is used in scenarios 1 and 2, unlike scenario 3, which considers 18 identical
mw-containers with [2 x 1 x 1] dimensions. In scenarios 1 and 3, the FLB corner

i oo sal [

[2x3x2] [2x3x1] [2x1x1]  [2x2x1]  [3x2x1] [1xIx1][1x1x1][1x1x1][1x3x1]

[4x3x3]

Fig. 18.4 Dimensions of the nine unitary and composite 7 -containers
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Fig. 18.5 Three composite w-containers used to validate the proposed approach

coordinates are identical to those of the sensor nodes. This can occur when composite
m-containers were set up respecting orientation rules (e.g., with a “This way up!”
sign) during the stacking process. No rotation of the 7 -containers is allowed in these
scenarios. That means that, x;, y;, and z; are equal to x,;, y,;, and z,;, respectively.
This constraint will reduce the research space and the time-complexity of the CSP.
Scenario 2 considers the rotation of some rr -containers, denoted with a prime symbol
(") in Fig. 18.5. They have been rotated by 90° or 180° on the horizontal (or vertical)
plane and their FLB corner coordinates are different of the sensor nodes. Table 18.1
gives for each scenario the FLB corner and sensor node coordinates.

For each scenario, the global neighbor graph (for a given transmission range
R) can be processed by the wireless sensor nodes using the successive operations,
described in Sect. 3.2. The objective of the CSP problem is to find all solutions
that satisfy the neighborhood and dimensions constraints. To evaluate the impact
of the transmission range in terms of the number of solutions and computational
time, we used different values of R, between the smallest and the largest normalized
dimensions of the unitary -containers.

18.5.2 Results and Discussions

The CSP mathematical model was coded using MATLAB, running on a quad-core
Intel 2.4 GHz processor with 8 GB of RAM. The numerical results are summarized
in Table 18.2. It includes computational time (in seconds) and the number of possible
solutions which satisfy all the constraints of the problem, for different values of R. It
is observed that we only obtain one solution for scenarios 1 and 2 (Fig. 18.6a, b) when
Ris equal to 2.25 and 2.5, respectively. In both cases, these virtual 3D layouts reflect
the real composition of the composite m-container defined in Fig. 18.5. A running
time inferior to 5 s shows that our proposed method yields quick and satisfactory
results.
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Table 18.1 Coordinates of the FLB corners and sensor nodes for each scenario

Container dimensions FLB corner and sensor node coordinates
Scenarios 1 | Scenario 3 | Scenarios 1 and 3 Scenario 2
and 2
e (Lix Wix H;) (i Yir 2) = Knis Ynis Zniy | (K Yir 20) | Knis Ynis
Zni)
1 2x3x%x2 2x1x1 (2,0,0) (0,0,0) (2,0,0) (4,0,0)
2 2x3x1 2x1x1 (0,0,0) (2,0,0) (0,0,0) (0,0,0)
3 2x1x1 2x1x1 (0,0,1) (0,1,0) (0,0,1) (0,0,1)
4 2x2x1 2x1x1 0,1,1) (2,1,0) (0,1,1) 2,1,1)
5 3x2x1 2x1x1 (0,0,2) (0,2,0) (0,0,2) (3,0,3)
6 Ix1x1 2x1x1 0,2,2) 2,2,0) 0,2,2) 0,2,2)
7 Ix1x1 2x1x1 (1,2,2) (0,0,1) (1,2,2) (2,3,3)
8 Ix1x1 2x1x1 (2,2,2) (2,0,1) (2,2,2) (2,2,2)
9 I1x3x1 2x1x1 (3,0,2) (0,1,1) (3,0,2) 4,3,2)
10 2x1x1 2,1,1)
11 2x1x1 0,2,1)
12 2x1x1 2,2,1)
13 2x1x1 (0,0,2)
14 2x1x1 (2,0,2)
15 2x1x1 0,1,2)
16 2x1x1 (2,1,2)
17 2x1x1 0,2,2)
18 2x1x1 (2,2,2)
;l::ﬂfsls'z Computational Number of solutions/time (s)
R Scenario 1 Scenario 2 Scenario 3
1 492/236 2776/575 720/5894
1.5 24/37 720/288 248/1985
2 2/0.8 12/8.6 2/15.5
2.25 1/0.5 4/7.1 2/2953
2.5 4/2.9 1/4.9 5688/18,232
3 180/75.8 322/187 —/—

For scenario 3, we obtained a minimum of two layouts (Fig. 18.6¢c, d) with R=2
and a computational time inferior to 15 s. The time is satisfactory but the neighbor-
hood information is not sufficient to determine the unique layout. Although Fig. 18.6c
shows the real composition of the composite 7 -container, the same set of constraints
is being respected with the obtained stacking Fig. 18.6d. This can be explained by
the homogeneity set of w-containers and the orientation constraints which leads to
a distribution of the sensor nodes as a regular grid. To overcome this problem, a
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fa) Solution scenario 1 (R=2.25)

fc) Solution 1.2 scenario 3 (R=2) (d) Solution 2/2 scenario 3 (R=2)

Fig. 18.6 Virtual 3D layout obtained for each scenario

domain filtering was developed to identify a unique layout. The successive opera-
tions (described in Sect. 3.2) are executed twice to obtain a new neighborhood graph.
This can be achieved from the gateway node with a different transmission range, or
by using a second gateway fixed to the composite -container. The information
is used to filter the space of possible solutions where each solution must fit with
the two neighborhood graphs. For instance, a second gateway at the front-left-top
corner of the composite 7 -container (scenario 3) can be used to generate new neigh-
bor constraints between the gateway and the s-container 13. Hence the solution 2
(Fig. 18.6d) would be eliminated and the unique layout will be obtained without
increasing the computational time

From Table 18.2, the computational time and the number of solutions increase
with R close to 1 or 3. This can be explained when we observe the neighbor graphs
resulting from the transmission range, as depicted Fig. 18.7. In the first case (R=1),
the neighbor graphs are disconnected. A lot of vertices are isolated (with no edges
connected) in scenario 1 and 2. Scenario 3 shows a disconnected graph with 2 con-
nected components. Conversely, all vertices are strongly connected with a value of
R=3. For these values of R, the neighborhood graphs are not relevant to reduce the
research space, thereby increasing the number of solutions and the running time.
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Fig. 18.7 Neighbor graphs obtained from R=1 and R=3

Therefore, the connectivity of the neighbor graph influences the solving of the
CSP problem. Figure 18.8 illustrates the scaled connectivity and the connectivity
properties (i.e., connected or disconnected) of the neighborhood graphs for a different
transmission range. We can observe that the best results for each scenario are obtained
with a minimum connected graph. This interesting result could be exploited in our
approach to create pertinent and sufficient neighborhood constraints, and deduce
the virtual 3D layout of the composite 7 -container. Before executing the CSP, the
gateway could validate the relevance of the global neighbor graph and decide to
replay the successive operations with a new transmission values (R) if needed.

18.6 Conclusion and Future Works

The Physical Internet is a highly dynamic transport and logistic system, where com-
posite m-containers can be quickly set up and/or modify in order to exploit new
opportunities leading to an increase in the sustainability of the global logistics chain.
However, such a system requires a perfect synchronization between the physical and
informational flows. The identification and localization of stacked m-containers in
a composite 7 -container can help to maintain the traceability information, and thus
contribute to the control of the Physical Internet

In this chapter, a 7 -container localization system was introduced to dynamically
generate and maintain a virtual 3D layout of the composite 77 -container. The system
is based on the use of wireless sensor network and the neighborhood relationships
between nodes. It allows us to obtain a relative position between the m-containers.
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Fig. 18.8 Graph connectivity and transmission range

This information is used as a new type of constraints in a CSP problem where
each solution represents a possible arrangement of the 7-containers. As a proof-of-
concept, the proposed approach and model have been validated through computa-
tional experiments. The results show that the virtual 3D layout reflecting the spatial
distribution can be obtained within a reasonable amount of time when the neigh-
borhood information is relevant and using domain filtering. This approach can be
applied to provide up-to-date information (permanent inventory), as well as detect
any error during the encapsulation process, which might have a negative impact on
the overall effectiveness and efficiency of the Physical Internet. Furthermore, new
value-added services such as guidance information for loading/unloading systems
can be derived

Future works will focus on the graph theory to formally validate the relevance
of the global neighbor graph. Although energy-efficient protocols for the discovery
and forwarding mechanisms can be used, a study of the energy consumption of the
sensor nodes will be also conducted. Finally, the opportunities to develop dynamic
and decentralized CSPs will be also studied.
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Chapter 19 ®)
An Information Framework of Internet G
of Things Services for Physical Internet

19.1 Introduction

The current logistics systems is still recognized to be unsustainable in terms of
economy, environment, and society despite several innovative logistics paradigms
accompanying projects have been proposed and undertaken to reserve the situation.
The intelligent logistics exploiting the intelligence concepts thanks to the integration
of advanced information and communication technology (ICR) to improve the over-
all efficiency significantly in terms of security, physical flow management, automa-
tion of processes. One of key factors of such logistics vision is intelligent freight-
transportation system that uses the latest technologies, infrastructure, and services
as well as the operation, planning, and control methods to efficiently transporting
freight [1]. Such system is an effective solution to the significant transportation-
related issues such as congestion, energy consumption, and environment. Simple
Links' is an alternative framework of intelligent logistics. The project conducted by
the consumer good forum aims to create, manage, and analyze digital links between
items and their containers as a dynamic hierarchy, then to infer item-level tracking
and monitoring information for any item based on searching the hierarchy for the best
available track, monitor and prediction data at a given time. The objective of project is
enabled by an underlying principle that make items and their containers communicate
together to share information all along the logistics links by using low cost identifi-
cation technology (i.e., QR code). The primary demonstration results of the project
imply the positive impact and economical value end-to-end. To reduce the environ-
ment damage caused by inefficient ways of logistics activities, the Intelligent Cargo
project (iCargo) project” funded by European Union is expected to provide a potential

ISimple Links project introduction, https://www.theconsumergoodsforum.com/wp-content/
uploads/2018/02/CGF-Simple_Links_White_Paper-1.pdf.

2iCargo project, https://www.ec.europa.eu/digital-single-market/en/news/intelligent-cargo-more-
efficient-greener-logistics.
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solution. Relying heavily on ICT, the iCargo is capable of self-identification, context
detection, service access, status monitoring and registering, independent behavior
and autonomous decision-making. Thus, the end-to-end visibility of shipment flow
is improved by a cargo tracking system [2—4] capturing the real-time information
relating to the location, time, and status of the vehicles and carried iCargo. In this
way, the logistics processes such as asset management, routing path of freight can be
optimized to avoid empty trucks or congestion. Another logistics visions termed as
green logistics indicates methods that employ advanced technologies and innovated
equipment to tackle the environment issues such as greenhouse gas (GHG) emissions,
noise, and accidents mainly caused by inefficient logistics operations [5]. To make
the global logistics green, the environment aspect is concerned as the top priority
in all logistics operations in particular, transportation, ware-housing, and inventory
operations [6]. These three activities are conducted in a series of researches and
investigated in Operation Research (OR) model. For example, to minimize the GHG
emissions by the transportation, the operation is performed by optimizing four signif-
icant choices, namely, mode choice (i.e., plane, ship, truck, rail, barge or pipelines),
usage of inter-modal transport (i.e., types of containers), equipment choice (i.e., type
and size of transportation unit) and fuel choice (e.g., gasoline, bio-fuels, electric,
etc.). As the optimal selection of these handling equipment is set off, the minimum
emission is obtained, thus the environment sustainability is resulted in.

Recently, the Physical Internet (PI, or ) is an emerging paradigm that is strongly
expected to achieve simultaneously the three dimensions of sustainability: economy,
environment, and society at global scale [7]. Conceptually, by taking the Digital Inter-
net as a metaphor the PI is built towards an open global logistics system founded
mainly on physical, digital and operation interconnectivity through a standard set of
modular containers (7 -containers), collaborative protocols (;r -protocols), and smart
interfaces (;r-nodes, termed for container distribution centers) for increased effi-
ciency and sustainability [8, 9]. Accordingly, the PI does not manipulate the physi-
cal goods directly but such w-containers that encapsulate the physical merchandise
within them. These 7 -containers are world-standard, smart, and green and modu-
lar contains. Particularly, they are characterized by modularity and standardization
worldwide in terms of dimensions, functions and fixtures. In the existing logistics
and supply chain the diversity of brands and types of products with various sizes and
weights leads to a nearly infinite range of different sizes of carton boxes. Therefore,
generating efficient unit loads from such a high variance of cases is complicated and
leads to inefficient space utilization at the pallet level and as a consequence also on
a truck level. To release such issues, the container standardization concept of the
PI aims to determine a limited set of modular container dimensions subject to all
specific requirements [10]. Thus, having a small number of such containers would
make it much easier for goods to be rolled out of 7-nodes and onto m-trucks and -
trains. In addition, as the open global logistics network, the PI allows all stakeholders
share the infrastructure including the & -containers, 7 -nodes, and 7 -movers (denoted



19.1 Introduction 261

for material handling equipment) to maximize its operation efficiency. In addition,
the w-nodes and w-movers are designed and innovated to exploit as best as possi-
ble the standard and modular encapsulation. For example, the physical dimensions
of w-movers such as m-pallets or w-trucks should be modular and can be adapted
to fit any size of composite w-containers [11]. In this way, facilitation of logistics
processes such as moving, storing, handling, transporting the unit loads enables the
system to gain huge efficiency and sustainability. The work in [12] proved that con-
tainer standardization increases the space utilization of trucks and material handling
equipment. In the similar research, an evaluation of PI performance introduced in
[13] indicated that transporting shipments in the PI network contributes to reduce the
inventory cost and the total logistics system thanks to the consolidation facilitation
of such standardized containers. Furthermore, such advantage characteristic of the
PI would enable the PI network to achieve more sustainable environment since the
shipment consolidation approach was proved to mitigate the carbon and energy waste
effectively in the traditional logistics system [14, 15].

A project has been conducted by CELDi (Center for Excellence in Logistics
and Distribution) to examine more comprehensive impact of the PI on the perfor-
mance of existing logistics system in the U.S.A. The primary demonstration results
declared in [9] imply various positive impacts of the PI on all three sustainable
aspects. Concretely, if the PI was rolled out on 25% of flows in the U.S.A, its impact
would represent a saving of 100 billion USD, a reduction of 200 million tons of
CO; emissions, and a decrease of 75% in the turnover of long distance for vehicle
drivers driving heavy goods. Another project led within CIRRELT (Inter-university
Research Centre on Enterprise Network, Logistics and Transportation) is to estimate
the potential energy, environmental and financial gains for one industrial producer of
manufactured goods exploiting an open distribution network. The simulation results
from several scenarios introduced in [9] show the impact of PI with manifold gains
including an increase in the fill rate of vehicles (e.g., trucks, trains, etc.), energy sav-
ings (saving millions of liters of diesel per year), and a reduction of overall logistics
cost.

The PI is a long-term vision for an end-to-end global logistics network, and sev-
eral alliances like MHI® and ALICE* have already adopted and then promoted the
PI conceptualizations and practices. They also have decided to declare the PI as
the ultimate logistics goal and set up a comprehensive roadmap to realize the PI
concept by 2050. To reach the full-fledged PI many factors need to be taken into
account simultaneously, including physical objects such as -containers, r-movers,
and m-nodes as well as informal abstracts including m-protocols and the Physical
Internet management systems (PIMS). The PI will thus lead to the development of
an open logistics system for connecting the physical objects to the global Internet.

3MHI, the largest material handling logistics, and supply chain association in the U.S., has created
a community of industry thought leaders called the U.S. Roadmap for Material Handling and
Logistics. http://www.mbhi.org/.

4ALICE (Alliance for Logistics Innovation through Collaboration in Europe), http://www.etp-
logistics.eu/.
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This concept suggests significant organizational evolutions, in which the logistics
objects are expected to be intelligent and autonomous since they are a communi-
cation channel and a stock of information at the same time. In this context, the PI
is a key player poised to benefit from the Internet of Things (IoT) [16] revolu-
tion since millions of -containers are moved, tracked, and stored by a variety of the
m-nodes and 7 -movers each day. By embedding intelligent capabilities such as sens-
ing, communication, and data processing into the PI components, IoT enables seam-
less interconnection of the heterogeneous devices and to get complete operational
visibility and allow for the best real-time decisions in the logistics processes. For
example, IoT enables managers to monitor the performance of machines, ambient
conditions, energy consumption, status of inventory, or the flow of materials. Thus
the benefits are contingent upon the design of IoT architecture for the PI and partic-
ularly the IoT services ubiquitously to manage and control efficiently the industrial
automation processes in the logistics domain. However, much of the PI and IoT
literature, to date, has been largely disjointed without much emphasis on theory or
practical applicability [17]. This chapter examines the trends of IoT applications
in the PI and uncover various issues that must be addressed to transform logistics
technologies through the IoT innovation. In this regard, the main contributions of
chapter are summarized as follows:

e The PI paradigm accompanying the state-of-the-art developments of related
projects are highlighted. In addition, the proposition design for the components of
PIis introduced toward IoT application in the PI. Particularly, an active distributed
system is proposed for the PIMS to enable smooth flows of the m-containers
through the w-nodes.

e An information framework is proposed based on exploiting the [oT embedded in
the physical devices of the PI and their active interaction.

e A service-oriented architecture (SOA) is proposed and described for IoT applied
for the PI. Such SOA then exploits the information framework to create and deliver
IoT services for the PIMS.

e By adapting the proposed framework, a case study aiming at developing an IoT
service is presented to illustrate an efficient management service of logistics oper-
ations in the PIL.

The rest of the chapter is organized as follows: Sect. 19.2 describes the key
infrastructure enabling the PI and our proposition design to create an IoT in the
PI network. In Sect. 19.3, we propose an SOA, which is designed to adapt to the
logistics environment to provide the IoT logistic services. After that, Sect. 19.4
introduces a case study used the proposed IoT architecture as well as the proposed
SOA architecture to create and deliver a value-added services for the Pl management.
Finally, Sect. 19.5 concludes the chapter and proposes further developments.
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19.2 1OT Infrastructure for Physical Internet

In this section, we will present the key elements including 7 -containers, m-nodes,
and w-movers as well as the state-of-the-art proposition design that enables the [oT
for the Physical Internet.

19.2.1 m=-Containers

The m-containers are a key element enabling the success of the PI operation. The
m-containers are classified into three functional categories: transport, handling, and
packaging containers (termed as T/H/P-containers respectively) with their corre-
sponding modular dimensions [18]. The propositions are introduced in [19] to design
the modular sizes of these m-containers. Although the set of modular dimensions
must be subject to an international standard committee, the partners of the CELDi
PI project [12, 20] developed a mathematical model to determine the best container
size to maximize space utilization. In parallel, the project MODULUSHCA? funded
by the 7th framework Program of the European commission is the first project to
design and develop m-containers (termed as M-boxes in this project) dedicated for
fast-moving consumer goods (FMCG). Generally, the FMCG includes daily used
goods of consumers with wide range of small/medium sizes such as pharmaceutical,
consumer electronic, personal care, household care, branded and packaged foods,
spirits, and tobacco. The M-boxes are sized and designed by the methodological
engineering process introduced in the research [10]. They demonstrated that a set of
external dimensions of w-containers including the following values in meters {0.12,
0.24, 0.36, 0.48, 0.6, 1.2, 2.4, 3.6, 4.8, 6, 12} increases the space utilization at the
different unit load levels [11]. With the modularity and interlocking structure, the
encapsulation concept [8] is applied to create efficient unit loads that facilitate mate-
rial handling processes such as moving, loading, or storage. Figure 19.1 illustrates
such concept realized by composing nine smaller 7 -containers to create a composite
m-container as an efficient unit load.

Note that, the physical encapsulation is applied in the three types of 7 -containers.
Accordingly, a P-container containing directly several passive goods is places in a H-
container, itself contained in a T-container. Indeed, a number of smaller 77 -containers
are optimized such as their composition block (composite 7 -container) fits perfectly
with the internal space of a large m-container.

Additionally, the PI emphasizes the importance of informational and communica-
tional encapsulation. This is achieved by applying IoT and embedding the accompa-
nying technologies such as RFID, wireless sensor networks (WSNs). With such ICT
integration, the v -containers become smart [oT objects [21] having basic capabilities
such as identification, ambient sensing, computation, and communication. Since the
7 -containers are manipulated worldwide by all stakeholders, the information relating

SMODULUSHCA project, www.MODULUSHCA .com.
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Fig. 19.1 An example of encapsulation concept that composes nine m-containers to create an
efficient unit load [23]

to their physical status and context must be captured, coded, protected, and trans-
ferred accurately. The EPC global standard provides a solution that allows identifying
m-containers uniquely. Concretely, the container code is created in line of RFID tag
with the EPC standard. Thus, when the code is put into service, the information fed
to an EPC Information Service (EPCIS)® is shared among stakeholders. Meanwhile,
the sensing capability of the sensor node allows the ambient environment condition
of the container to be monitored periodically. With such ability, the m-container is
able to identify its state and report it, compare its state with the desired one, and
send information (e.g., warning) when certain conditions are met. Furthermore, inte-
grated with a memory, the sensor node can store and maintain relevant data. Applying
for the PI network, since m-containers are equivalent to the data packets flowed in
the Digital Internet networks, information relating to fundamental specification of
mr-container should be stored in the memory such as container identifier, container
dimension, container category. In addition, to support routing protocols effectively,
routing information (i.e. previous/next/final destination address) of the 7 -container
provided by the PIMS is also added to the memory of the sensor. More important,
any problem in the logistics process along the supply chain will be recorded in the
wireless sensor node memory, so such information can be checked using any device
such as a computer, tablet or even a mobile phone. Processing capability enables the
nodes to perform specific tasks and provide corresponding additional functionalities
for the containers. Meanwhile, enabled by integrated wireless transceivers, the -
container can communicate with the different support systems (e.g., manufacturing
systems, supply chains, maintenance systems, PIMS) and other active x -containers
to enable IoT as well as IOT services [22]. Practically, an example of integration of

SEPCIS, GS1 standard, https://www.gs1.org/epcis/epcis/1-1.
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all these capabilities in the Intelligent Container called InBin’ recently developed by
the Fraunhofer Institute for Material Flow and Logistics to support transporting the
perishable food products efficiently. Another project named TRAXENS? has been
developed smart multi-modal containers (i.e., equivalent T-containers in PI) that can
achieve a huge gain in efficiency, service, and protection of the planet since the
visibility of the cargo containers are obtained in real time.

With such ICT integration, each smart ;-container is represented by a corre-
sponding intelligent agent (e.g., a smart tag, wireless sensor nod, etc.) as illustrated
in Fig. 19.2. Each agent is as a communication channel enabled by wireless com-
munication technologies and holds a stock of significant information relating to the
products and their status. In addition, it helps ensure the identification, integrity,
routing, conditioning, monitoring, traceability, and security of each m-container. It
also enables distributed handling, storage, and routing automation [23]. Through-
out the PI, stakeholders can access necessary data by interacting with the agents.
However, based on the roles of the requesters more restricted data maybe required
and accessed to ensure the security and privacy of data. A Modulusca common data
model proposed in [24] is composed of four data types: business data, shipment data,
network data, and public data, which can be accessed by corresponding actors with
the granted right to support exchanging information among the partners of the PIL.

"InBin project, http://www.industrie40.iml.fraunhofer.de/en/ergebnisse/inbin.htm.
STRAXENS project, http://www.traxens.com/en/.
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(b)

Fig. 19.3 Conceptual illustration of 7-movers designed to exploit the modularity of 7 -containers.
a m-truck-lift. b w-mover

19.2.2 w-Movers

In the Physical Internet, 7 -containers are generically moved around by m-movers.
Moving is used here as a generic equivalent to verb such as transporting, conveying,
handling, lifting, and manipulating. The main types of m-movers include -
transporters, m-conveyors, and m-handlers. The latter are humans that are qualified
for moving m-containers. All 7-movers may temporarily store r-containers even
though this is not their primary mission.

Since the 7 -movers manipulates directly with the & -containers, they are designed
to exploit as best as possible the characteristics of m-containers. From physical
perspective, dimensions of w-movers are innovated to subject to the modularity
standard of m-container so as moving such containers or composite 7 -containers
with different sizes are facilitated. Figure 19.3 illustrates the conceptual model of
m-movers designed to exploit the modularity of 7 -containers.

Regarding to information perspective, the widespread adoption of IoT technolo-
gies enables smart inventory and asset management. In particular, 77 -movers can act
as active agents, which can interact with 7 -containers and the PIMS for information
sharing and manage them temporarily in the distributed manner. Thus, through the
interaction, the basic information includes the specification of w-containers such
as ID, dimensions, final destination. In addition, the status of 7 -container and also
m-movers are monitored in real time. For example, the PIMS can be alerted when
a m-truck is being over-utilized or when an idle 7 -pallet should be assigned to do
other task. Figure 19.4 illustrates an example showing the activeness of w-movers
(;r-pallet (7 P) and 7 -truck (7' T)) enabled by equipped wireless sensors or gateway.
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19.2.3 m-Nodes

In the PI vision, the m-nodes are locations playing a role as smart interfaces to
enable realizing universal interconnectivity at the operational level. For example,
m-gateways enable efficient and controlled entry of m-containers into the PI as
well as their exit from the PI. Generally, a w-node includes 7-movers and/or other
embedded m-nodes permanently or temporarily, which are collaborated for joint
purposes of material handling (e.g., composing m-containers, moving composite
Jr-containers, storing composite  -containers, etc.). Table 19.1 summarizes the key
m-nodes designed for the PI network [23]. As container distribution centers almost
logistics activities are taken place and transformed here dynamically. Thus the
m-nodes must be designed so that they exploit as best as possible the characteristics
of m-containers to support smooth movement of the containers. In the next section,
an active distributed PIMS for these smart interfaces are proposed to enable the

smooth physical flows of smart 7 -containers.
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Table 19.1 Key n-nodes with their specific functionality in the PI

m-node Functionality

T-transits Transferring m-carriers from inbound
m-vehicles to outbound w-vehicles

T-switch Unimodal transfer of mt-containers from an
incoming m-mover to a departing t-mover

T-bridge One-to-one multimodal transfer of
T-containers from an incoming w-mover to a
departing w-mover

T-sorter Receiving mt-containers from one or multiple
entry points and having to sort them so as to

ship each of them from a specified exit point,
potentially in a specified order

TT-COmMpOoSser Constructing composite w-containers from
specified sets of w-containers

T-store Storing m-containers within a specific time
duration

T-gateway Receive mt-containers and release them so they
and their content can be accessed in a private
network

7t-hub Transfer of m-containers from incoming

T-movers to outgoing m-containers

19.2.4 Active Distributed PIMS for w-Nodes

Due to the high dynamic and structural complexity of the PI networks, central plan-
ning and control of logistics processes become increasingly difficult. The difficulty
is amplified by the need of efficient management of a huge number of 7 -containers
and logistics assets in each -node. Therefore, distributed and autonomous control
and management of logistics processes are required in the context of the PI. In other
words, the PIMS should be designed in distributed manner enabling management of
the facilities and logistics assets efficiently. In addition, the PIMS should be active
to exploit as best as possible the capabilities of IoT w-facilities. The term “active-
ness” refers to the ability of PIMS in monitoring status of the logistics assets in
real time and based on this information scheduling, processes are planned flexibly
and effectively. In this way, the utilization of assets can be optimized. This section
describes the proposed active distributed system designed to enable IoT for PI in
both information and physical flow perspectives.

With the active distributed system, the logistics processes are monitored and
controlled effectively. Thus, intention mistakes or errors can be traced and the exact
processes causing such issues can be found thank to the activeness of PIMS to
correct them. Generally, the main mission of w-nodes is to ensure the -container
transferring efficiently and sustainability from their inbound m-movers carrying
sr-containers to outbound -mover. In addition, enabled by IoT, the logistics assets
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Fig. 19.5 A typical distributed PIMS to manage incoming and outgoing m-containers and the
logistics assets in a wH2

can connect to the PIMS. Therefore, all the w-nodes can manage not only their
incoming and outgoing r-containers participating in the logistics processes but also
their logistics assets in real time.

Figure 19.5 illustrates such a PIMS at a 7w -hub distributed into active subsystems,
which are responsible for single functions or corresponding services.

In the same way, a subsystem evolving specific i -containers and facilities assigned
by the PIMS manages and takes its function. An active subsystem is responsible
for managing a set of PI assets, inventories (i.e., 7-containers, 7 -movers) within a
scheduled period to complete its specific task.

As defined in Table 19.1 the exchange of m-containers from carriers to another
is the core activity of the w-hub (7 H). The following demonstrates such exchange
process in both physical and information flow with IoT integration. As shown in
Fig. 19.5, the logistics process in the wH2 is divided in four sub-processes managed
by four corresponding active subsystems.

19.2.4.1 Receiving

At the receiving site, all inbound 7 -movers, and 7 -containers are registered, veri-
fied, and scanned for validation and security purposes. At this stage, the activeness of
m-facilities is exploited to cross-check the current incoming inputs against the infor-
mation transmitted from wH1. After passing such initial processes, 7 -containers are
directed to appropriate locations for their next involved processes. Usually, mov-
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Table 19.2 Time and space schedule for m-containers at receiving site

Status of m-containers at receiving site

mic Moved by Location Outgoing Next process | Next Hub
(mt-mover) (lane) time(min,
max)
mcl T-conveyor R1 (07:00, 07:02) | Sorting nH3
mc2 T-conveyor R1 (07:00, 07:02) | Sorting nH4
mc3 T-conveyor R1 (07:00, 07:02) | Sorting nH3
ncd T-conveyor R1 (07:00, 07:02) | Sorting nH3
e T-conveyor R2 (07:00, 07:02) | Sorting nH4

ing the m-containers is supported by m-conveyors or m-carriers depending on their
next destination and next processes. To avoid collisions and balance the loads, the
m-containers are allocated to go in different input lanes. For example, as illustrated
in Fig. 19.5, every four w-containers are scheduled and moved in one lane (i.e., R1,
R2, R3, R4) to ensure the smooth flow time window and space window. Table 19.2
illustrates a detail status of -containers scheduled by the receiving subsystem at the
receiving site. The schedule is sent to the sorting subsystem that is responsible for
sorting the listed m-containers.

19.2.4.2 Sorting

Going out from the receiving site, the received and selected m-containers go to
the sorting site which aims to sort such w-containers according to some rules as
followings

— m-containers have the same final destination,
— or they may have different final destination but are scheduled to transit in the same
next -node.

Table 19.3 illustrates an example of status and schedule of m-containers at the
sorting site.

In this example, -containers, wcl mc3, and wc4 having the final destination
(wH3) are sorted and moved in the lane S1. Meanwhile, rc2 and 7 c5 are moved in
the lane S3 since their final destination is w H4. As mentioned before, sorting mission
is achieved by a m-sorter that incorporates a network of 7-conveyors and/or other
embedded m-sorters.

19.2.4.3 Composing

At the composing site, the sorted w-containers are composed to be composite
m-containers, which are efficient loads with different sizes fitting the sizes of
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Table 19.3 Time and space schedule for w-containers at sorting site

Status of m-containers at sorting site

mic Moved by Location Outgoing Next process | Next Hub
(mt-mover) (lane) time(min,
max)
mcl T-conveyor S1 (07:03, 07:04) | Composing nH3
mc2 T-conveyor S3 (07:03, 07:04) | Composing nH4
mc3 T-conveyor S1 (07:03, 07:04) | Composing nH3
mc4 T-conveyor S1 (07:03, 07:04) | Composing nH3
e T-conveyor S3 (07:03, 07:04) | Composing nH4

Table 19.4 Time and space schedule for wt-containers at composing site

Status of m-containers at composing site

TC Moved by Location Outgoing Next process | Next Hub
(m-mover) (lane) time(min,
max)
mcl Pl Cl (07:04, 07:05) | Loading nH3
Tc2 nP3 C3 (07:04, 07:05) | Loading nH4
el nP1 Cl (07:04, 07:05) | Loading mH3
wcd nP1 Cl (07:04, 07:05) | Loading nH3
mcS nP3 C3 (07:04, 07:05) | Loading nH4

H/T-containers. In addition, their composing orders must be taken into account since
some m-containers can be decomposed in the next w-nodes, thus they should be
placed at the outermost locations of the composite  -container. In other words, any
mistake in allocating m-containers can lead to the inefficiency of following logistics
process. Generally, the composing task is completed by 7 -composers in combination
with the pre-assigned w-movers such as m-pallets or larger 7 -containers to carry.

Table 19.4 illustrates an example of status and schedule of m-containers at the
composing site.

After m-containers are composed to be a composite -container, the information
encapsulation is applied. Accordingly, the coordinator or gateway embedding into
the r-pallet is responsible for managing their hold -containers directly instead of
the composing subsystem. This distributed management allows the PIMS reduce the
management and storage cost of the related data.

19.2.44 Loading

The loading process deals with composite 7 -container or H/T-container to load them
into 7 -transporters and then to move them to next r-node. Similar to the composing
process, the loading process must follow significant rule as following:
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Table 19.5 Time and space schedule for w-containers at loading site

Status of m-containers at loading site

mic Moved by Location Outgoing Next process | Next Hub
(mt-mover) (lane) time(min,
max)
7Pl T2 L2 (07:05, 07:06) | Transporting | TH3
P2 nT2 L2 (07:05, 07:06) | Transporting | TH3
nP3 nT3 L2 (07:05, 07:06) | Transporting | tH3
nP4 nT4 L2 (07:05, 07:06) | Transporting | TH3

— Number of composite -containers including H-containers are optimized so as
their spatial arrangement in a 7 -transporter maximizes the space utilization,

— Since the composite -containers may have different final destination but same
next destination, their loading orders must be taken into account to facilitate the
unloading process in the next destination. In this case, the last-in-first-out (LIFO)
rule is applied.

Table 19.5 illustrates an example of status and schedule of w-containers at the
composing site.

In the example, the four rr-pallets are moved and converged at the lane L2 of the
loading site, at which they are loaded into the 7 T2 pre-assigned. On the informational
perspective, the coordinator or gateway or [oT device mounted in the 7 T2 temporarily
manages their loaded 7 -containers until they are handled in the next process.

19.3 Service-Oriented Architecture for the IOT

Since no single consensus on architecture for IoT is agreed universally, different
architectures have been proposed by researchers [25]. With a numerous number of
things moved dynamically in the PI scenarios, an adaptive architecture is needed
to help devices dynamically interact with other things in real-time manner. In addi-
tion, the decentralized and heterogeneous nature of IoT requires that the architecture
provides loT-efficient event-driven capability as well as on demand services. In addi-
tion, the PIMS is difficult to implement and maintain at global scale due to the lack
of an efficient, reliable, standardized, and low-cost architecture. Furthermore, the
ever-changing demands of businesses and the vastly different needs of different end
users should be met by providing customization functionality to the end users and
organizations under a flexible SOA. Thus an SOA is considered an efficient method
achieve interoperability between heterogeneous devices in a multitude of way [16,
26, 27]. In addition, SOA is considered suitable for such demand-driven logistics
chains. In particular, SOA can integrate logistics processes and information; and
sharing such information can help create a better environment for real-time collab-
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oration, real-time synchronization, and real-time visibility across the entire logistics
chain.

This section describes the proposed SOA for creating the IoT logistics services
in PL. The architecture comprises four layers: physical layer, network layer, service
layer, and interface layer. In the following subsections, these layers are presented to
adapt to the IoT of PL

19.3.1 Physical Layer

The physical layer involves perceiving the physical characteristics of things or sur-
rounding environment. This process is enabled by several identification and sensing
technologies such as RFID, WSN [28-30]. For example, by embedding an intelligent
sensor to a i -container, the environment condition (e.g., temperature, humidity, etc.)
around it can be sensed and monitored in real time. In addition, since communication
is enabled by these sensors, the -containers can exchange information and identify
each other.

In addition, this layer is in charge of converting the information to digital sig-
nals, which are more convenient for network transmission. However, some objects
might not be perceived directly. Thus, microchips will be appended to these objects
to enhance them with sensing and even processing capabilities. Indeed, nanotech-
nologies [31], communicating material [32, 33] and embedded intelligence will play
a key role in the physical layer. The first one will make chips small enough to be
implanted into the objects used in our everyday life. The second one will enhance
them with processing capabilities that are required by any future application.

At the lowest layer of the architecture, the physical layer provides sets of infor-
mation periodically or in passive mode. With the massive logistics activities, the
information levels should be categorized and standardized. For example, the infor-
mation used to realize the four classes of activeness of 77 -containers can be classified
into four corresponding levels [22]:

— Passive information: it is collected from static or dynamic data stored in the RFID
tag or sensors. Such information relates to w-container specification and location
for providing tracking and traceability function.

— Triggering information: This information is perceived from sensing and detecting
by adequate sensors. Therefore, detected problems are sent to the PIMS as alert
message. Such information provides the monitoring function.

— Decisional process information: This information is obtained through the inter-
action and communication among proximity s -containers. The management of
incompatibility between w-containers is an example of services served by such
information.

— Self-organized information: The active & -containers are self-sufficient and able to
provide services based on the information obtained from the 7-infrastructure in
the previous class.
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Table 19.6 Design considerations for IIoT applications (adapted from [27])

Design goals Description

Energy How long can an IoT device operate with
limited power supply?

Latency How much time is need for message
propagation and processing?

Throughput What is the maximum amount of data that can
be transported through the network?

Scalability How many devices are supported?

Topology ‘Who must communicated with whom?

Security & safety How secure and safe is the application?

19.3.2 Network Layer

The role of network layer is to connect all heterogeneous things together and allow
them to share the information with other connected things [16]. In addition, the net-
working layer is capable of aggregating information from existing IT infrastructures
supporting the logistics processes (i.e., w-movers,  -facilities). In SOA-IoT, services
provided by IoT or a collective group of devices are typically deployed in a hetero-
geneous network and all related things are brought into the service Internet [16] for
further accessing and sharing. Since, the networking layer mainly provides informa-
tion collected from the physical layer to the service layer, QoS management, service
discovery and retrieval, data and signal processing, security, and privacy according
to the requirements of users/applications are some significant issues [34]. On the
other hand, the dynamic changing of network topology due to leaving or joining of
IoT devices may lead to non-robust of the network. Practically, since the network is
the backbone to realize the IoT, designing it must consider the following significant
challenges listed in Table 19.6.

19.3.3 Service Layer

This layer relies on middle-wares to integrate multiple source of heterogeneous infor-
mation provided by heterogeneous IoT devices to create valuable services. These
services in turn are exploited to support the logistics process of the active subsystem
as well as end users to monitor or track their orders. This layer is responsible for
identifying and realizing services that could utilize the IoT infrastructure to service
operations in the logistics service. Basic traceability or tracking functions, monitor-
ing, scheduling, routing are typical services in the logistics operations. In addition,
all service-oriented issues including information exchange and storage, database
management, search engines (database search, service search), and communication
protocols among services are resolve by the layer [16, 26].
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19.3.4 Interface Layer

In IoT, since a large number of IoT devices are made by different manufac-
tures/vendors and they do not always follow the same standards/protocols, there
are many interaction problems with information exchange, communication between
things, and cooperative event processing among different things. Furthermore, the
constant increase of IoT objects participating in an IoT makes it harder to dynami-
cally connect, communicate, disconnect, and operate. Therefore, the mission of the
interface layer is to enable the services to be accessed and used by managers or end
users. Web Services [34] are technologies that integrate a set of standards and pro-
tocols to exchange data between applications developed in different programming
languages and they can run on any platform. Therefore, the Web Services can be used
to exchange data in both private IoT devices or private networks and the Internet.
Interoperability is achieved by open standards proposed by organizations such as
OASIS and W3C.

19.4 Management of Composite 7-Containers: A Case
Study

Composite  -containers composed of specified sets of smaller 7 -containers are effi-
cient unit loads, which are absolutely key in improving transport, storage and han-
dling efficiency across the PI network. By exploiting the modularity and interlocking
structure of the w-containers, the unit loads have different sizes that are adapted to fit
with the different sizes of material handling systems such as  -pallets (see Fig. 19.6).
Next, such sets of w-pallets, which in turn, are loaded into a m-truck such that the
utilized space of the truck is maximized prior to transport as illustrated in Fig. 19.5.

Because the exchange of w-containers is the core activities taken place contin-
uously in the PI, a high frequency of transformation processes can introduce a de-
synchronization between the physical and information flows of the m-containers

I Composing
iy —

(23] (23] (] (2] [3de1] [Ded]{axDat][Dded] [13x1] [4x3x3] 2

Nine unitary m-containers Composite n-container

Fig. 19.6 An efficient unit load (i.e. a composite x-container) is formed by composing nine unitary
m-containers appropriately [37]
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COMPOSITION OF TI-CONTAINERS 3D LAYOUT

Fig. 19.7 3D layout retrieval from a composite & -container

maintained and previously stored in the PIMS. For example, an unexpected -
container can be placed on a m-pallet during the composing process or in a 7 -truck
during the loading process. This type of issue leads to inefficiency in management
of logistics processes because it requires additional costs and delay in recompos-
ing or reloading activities. In addition, in reserve processes (i.e., decomposing or
unloading) the part of unitary 7 -containers can be decomposed (i.e., de-palletized)
automatically at the final destination or for order picking at the next destination. Such
a process is facilitated of the position and orientation of the composed -containers
is available.

As acase study of utilizing the IoT technology, a methodology has been developed
to obtain 3D layouts of composite containers, which is used for monitoring and
validating such unit loads and addressing the above limitations [35]. This section
presents the description of the approach as shown in Fig. 19.7, which is developed
to provide these kinds of important information. Particularly, based on this layout,
value-added services enabled by the IoT can be developed and used to enhance the
efficiency of other logistics operations.

19.4.1 Architecture

The proposed network architecture of IoT shown in Fig. 19.8 contains both fixed and
mobile infrastructure.

Applying the proposed architecture, the four-layer IoT architecture consists of
the following elements. At the sensing layer, each sensor node equipped with each
m-container contains information related to the specification of its container as well
as the contained shipments. In addition, ambient conditions such as temperature,
humidity are sensed and stored in the sensors. A gateway (GW) placed at a corner
of m-pallet is responsible for coordinating the network formed by those sensors
and managing the composed m-containers. At the networking layer, the sensors
and the GW communicate on IEEE 802.15.4 links [36] to form an ad hoc network
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3D layout

PDA, Smart Phone, n-pallet or equivalent
Handheld Devices H-container

Fig. 19.8 IoT architecture for 3D layout retrieval at H-container level

= k4 4
J Wireless Sensors i
\ = Wireless Sensor

Network
J GW

Fig. 19.9 At the networking layer, an ad hoc network is formed by nine wireless sensors and
coordinated by the GW

coordinated by the GW (see Fig. 19.9). The mobile infrastructure usually includes
PDA, smart phones or handled devices. These IoT devices request information from
the GW/coordinator (flow 1 in Fig. 19.8). After receiving the demanded data (flow 2),
it then sends it to the cloud for requesting the services (flow 3). Finally, the devices
receive the services and display the layout (flow 4).

At the service layer, the GW collects information from the sensors to achieve the
3D layout of composite -container, which further is exploited to provide important
services (see Fig. 19.10).
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Mounted-computer

3D layout

ni-truck or equivalent
T-container

Fig. 19.10 IoT architecture for 3D layout retrieval at T-container level
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composite T-containers Base Station,
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Global Neighbor Table Devices
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Fig. 19.11 Information exchange among sensors, GW and processing

19.4.2 An Information Flow Framework to Retrieve 3D
Layouts

In this framework (see Fig. 19.11), the required information includes the dimensions
of m-containers and the proximity information obtained by neighborhood relation-
ship among sensor nodes. In order to validate the framework, a simulation-based
method has been created and described in our previous research work [35].

With such simple methodology for retrieving the 3D layout of composite
m-container, the value-added IoT services can be developed to support the logistics
processes in the PI. In the next subsection, those services are introduced.
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19.4.3 Value-Added Services Enabled by Retrieved 3D
Layouts

The retried 3D layout provides the exact 3D view of spatial distribution of composed
m-containers in their blocks. In addition, the locations of equipped sensor node are
available. Thus, the sensing functionality offers distribution of environment condi-
tions inside these blocks. In this way, the status of 7 -containers is monitored continu-
ously to prevent issues in real time. Such as, the r-container equipped with adequate
sensors can detect a problem (e.g., abnormal high temperature), check for detection
integrity with nearby  -containers when pertinent, and send an alert message to their
agents or directly to the PIMS. In another instance, proximity ;-containers carrying
cargoes incompatible with each other (e.g., chemical products that can contaminate
each other or cause an explosion) can be detected and avoided when a 7 -container
arrives at a ww-hub, it sends to the PIMS the list of elements incompatible with its
cargo.

19.5 Conclusion and Future Works

With rapid development in the emerging IoT technology, this chapter proposes a
design framework of developing an SOA for Physical Internet using [oT, which is
actually motivated and strongly demanded from the logistics managers as they need
the service provision to efficiently manage and control the logistics processes. In this
context, we describe key infrastructure and proposition design mostly based on the
advanced ICT innovation to enable IoT for such logistics service providing 3D layout
of composite 7 -containers is presented as a case study to highlight the practical usage
and merit of our proposed framework.

PI is an innovative concept in logistics. Several researches and studies since 2011
have contributed to demonstrate and give the proof of concept. Looking to the future
roadmap, the goal in 2020 is to realize interoperability between networks and ICT
applications for logistics. Obviously, application of IoT into brings huge benefits in
terms of economy, environment, and society. In other word, the IoT enables the PI
achieve its global sustainability goal. However, deploying and realizing this revolu-
tion technology faces significant challenges mostly from the technical perspectives.
For instance, since the physical facilities of the PI are equipped with smart devices
(e.g., RFID, sensors) usually powered by batteries, saving their energy to prolong
their operation lifetime is important. These IoT devices can be requested anytime to
provide information for higher layer in the SOA to develop the services. Thus they
may be active always. To reduce the power consumption the WSN nodes will be
asleep (low-power mode) most of the time and it will only wake up to acquire the
sensor data or to talk to another node. Several important issues such as standardiza-
tion, network type, the quality of service, and logistics data protection are expected
to provide a basis for further research on IoT-based logistics services.
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